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The violet cell:
An improved silicon solar cell*

J. LINDMAYER AND J. F. ALLISON

Abstract

State-of-the-art silicon solar cells exhibit a poor quantum yield at short wave-
lengths; below 0.5 µm the typical response drops sharply. Extensive work has
resulted in an extension of the response to wavelengths as short as 0.3 µm, signi-
ficantly improving the solar cell current. The conversion efficiency has been
further improved by an increased fill factor. The combination of a short wave-
length response and a sharper I-V curve has produced a conversion efficiency
which is about 30 percent higher than that of state-of-the-art cells for space

applications. The improved solar cell is called the "violet cell."

Introduction

State-of-the-art silicon solar cells perform considerably below predicted
conversion efficiency limits. The projected efficiency of converting solar
energy to electrical energy varies widely, depending on the parameter
values assumed. For relatively long-lived minority carriers and thick layers,
an upper bound of about 20 percent has been projected [l]-[3]. By con-
trast, we find that real space-quality &-p junction solar cells 300 µm thick
with a base resistivity of 10 S2-cm exhibit a typical efficiency somewhat
above 10 percent outside of the atmosphere. After these cells are irradiated

*This material was presented in part at the Ninth IEEE Photovoltaic Specialists

Conference, Silver Spring, Md., May 2-4, 1972.
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2 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 1, SPRING 1973

by l-MeV electrons to a level of 3 X 1014 e/cm2, the conversion efficiency
falls to the neighborhood of 8.5 percent.

Conventional cells are very limited in the short wavelength region [4]
and their diode characteristics are far from ideal. In a recent review paper,
Wolf [5] calculated that, with a junction depth of 2,000 A and a front
surface recombination velocity reduced to the order of 10, cm/s, the
quantum yield could be significantly improved in the 0.45- to 0.6-pm
range, resulting in a 17-percent improvement in the photocurrcnt.

In actuality, it can be shown that recombination in the silicon crystal
assumes controlling importance. There are four basic regions in which
recombination mechanisms can be identified:

a. In the diffusion layer, recombination of photocarriers generated
by short wavelength light limits the blue-violet response of the cell.

b. In the space charge layer of the junction, recombination primar-
ily affects the sharpness of the junction (fill factor).

c. In the bulk region, recombination of photocarriers generated by
penetrating light affects the red response and limits photovoltage.

d. At the rear contact, interface recombination limits the infrared
response; the significance of this effect depends on cell thickness.

This paper reports that, as a result of an independent study concerning
the first two recombination mechanisms, the short wavelength response
can be extended and the diode characteristics improved to near-theoretical
values. During this study it was found that recombination of photocarriers
generated by blue-violet light is not controlled by front surface recombina-
tion. Instead, the front regime should be broken up into three regions:
a shallow region with an extremely short lifetime, called the "dead layer";
a high-field region maintained by the impurity profile; and the actual
space charge region. This model indicates the importance of minimizing
the dead layer thickness and the recombination states appearing in the
space charge layer so that the short wavelength response can be extended
over the entire solar spectral range and the diode characteristics can be
made nearly ideal. The associated gains in current and fill factor are not
subject to degradation from high-energy electron irradiation.

The average conversion efficiency, specified with respect to total area,
has been raised above 13 percent. (With respect to active area, the cor-
responding efficiency is about 14 percent.) This increased efficiency has
not been obtained by increasing the minority carrier lifetime with asso-
ciated radiation-sensitive red response (effective lifetime less than 10 ps).
The operating efficiency after irradiation by 1-MeV electrons to 3 X 1014
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e/em2 is 11.5 percent. This latter figure is quite independent of silicon
thickness, at least down to thicknesses of 150 pm.

In view of the increased blue-violet response, proper simulation of the
solar spectrum required special attention. In addition, since conventional
antirefiective coatings of SiO, and TiO, show absorption at short wave-
lengths, it was necessary to develop fully transparent coatings with ap-
propriate refractive indexes. In this respect, the dead layer model shows
that the problem of varying surface recombination velocities associated
with various coatings can be ignored. Instead, stress and optical require-
ments are the main considerations. The cells described here employ tanta-
lum oxide antirefiective coatings, which have the required transparency

and refractive index.
The reduced depth of impurity diffusion employed here to minimize

the dead layer thickness significantly increases the lateral resistance of
the cell's n-diffused layer. In addition, the better basic diode requires a
lower than usual series resistance. To respond to these demands, the
collecting metal grid was changed profoundly to result in a new pattern
containing about 60 fine lines over a 2-an length. The new grid configur-
ation is called fine geometry. Since the short wavelength response of the
present cell is much better than that of conventional cells, it is called the

"violet cell."

Fine geometry and diffusion

The benefits offered by the violet cell cannot be realized without a
major change in the grid collection pattern because of the high lateral
resistance of the thin diffusion layer. The degradation of efficiency with
series resistance can be estimated readily from the I-V characteristic:

1 = To (evlva - 1) - Iso (1)

where Io is the theoretical reverse current (a constant truly applicable in
the forward direction only), V is the photovoltage, I,, is the short-circuit
photocurrent, and V, is the thermal voltage, which is equal to kT/q for
the ideal diode. Note that, in the power-producing quadrant, I is negative,
whereas I„ is positive by definition. From equation (1), the internal con-

ductance of the cell is

III I+ Jo, Ise -- II^ (2)

dV Vo - Va
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Note also that the highest conductance occurs near the open-circuit
voltage (I = 0). For high fill factors the current at the maximum power
point is about I,,, - 0.95 I„ and V, = 26 mV at room temperature . Hence,
the conductance at the maximum power point is

G. ? I„
-_ had _ 0.05 1, , I,, (mA)
V0 V0 520

(3)

The relative power loss, as opposed to the useful power in the load, is
R,G,,, (for small losses). By restricting the loss to 1 percent, we find an
approximate series resistance maximum of 0.0328. This figure indicates
a degradation rate of I2.5 c^I0.1 8 in the fill factor. Hence, it can be seen
that a very low series resistance is needed if the ideal diode curve is to be
approached.

In order to optimize the fine geometry pattern, a simple parallel bar

pickup pattern, shown in Figure 1, will be analyzed. The bars are spaced

at a distance don a cell having linear dimensions of do. It is assumed that

the width of a line is much smaller than the spacing between lines. Figure

I shows two neighboring lines and the equivalent current source lines.

If the resistance of the surface layer is denoted as Ro (ohms/square), the

series resistance becomes

R _Rq d l 1

4do2m
(4)

where m is the number of lines (having two edges). Since d0/d = m for

equally spaced lines,

(5)

The important conclusion is that the series resistance decreases with

the square of the number of lines used. In the conventional technology,

six pickup bars are used (on the 2-cm X 2-cm cell) and the usual diffusion

creates a resistance of about 50 ohms/square in the n+-p cell. From

equation (5), the series resistance would be about 0.17 P. In reality, how-

ever, experimental measurements indicate a resistance of about 0.25 8,

suggesting additional contact resistance. Clearly, the conventional geom-

etry cannot be used when, for example, the sheet resistance is increased
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Z E R O CURR. ENT L..INEZ E R C CU RR E NT L I NE
EQUIVALENT CURRENT SOURCE

dp

1

do

Figure 1. Simple Illustrative Aid for Calculation of Series
Resistance as a Function of Grid Spacing

l

by an order of magnitude; in such cases the series resistance would be
prohibitively high.

This work employed a geometry consisting of about 60 lines. An order-
of-magnitude increase in the number of lines would provide a new de-
gree of freedom. If, for example, the lateral resistance were an order of
magnitude higher (about 500 ohms/square), this structure would allow
for a series resistance in the hundredths of an ohm. With the pattern
shown in Figure 2, it was possible to hold the grid area obstruction loss
to only 5 to 7 percent. In addition, it was possible to maintain a negligible
series resistance for the metal pattern itself.

The n+ layer was formed by diffusion of phosphorus into the silicon.
Diffusion time and temperature were mapped and correlated with the
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Figure 2. Fine Geometry Contact Pattern

resulting junction depth. First , the usual junction depth of 4,000 A was

reproduced , and then cells were made with progressively decreasing junc-
tion depths of 2,900A, 1,5004, and approximately 1,000 A. The majority
of the cells finally employed this latter thickness , and it was found that
with proper precautions a 1,000 -A junction depth is practicable and results
in stable cells.

The diffusion studies showed that the lateral conductivity of the diffused
layer drops much faster with junction depth than linearly . At a depth of

1,5004, the sheet resistance is about 500 ohms/square. Another parameter
monitored carefully during these studies was the sharpness of the I-V
curve in the forward direction. Stresses and defects originating at the
silicon surface propagate into the crystal and create recombination sites
in the space charge layer, causing deviation from the ideal diode charac-
teristics with an attendant reduction in the fill factor [6].

It is well -known [7], [8] that, in the usual diffusion process, the distribu-
tion of phosphorus does not follow a complementary error function
distribution characteristic of simple diffusion processes . Instead, a nearly
constant impurity concentration regime arises near the surface at the solid
solubility level. Actually , the constant concentration regime may be

THE VIOLET CELL 7

characterized by a mixture of substitutional and interstitial phosphorus,
with an accompanying very short minority carrier lifetime.

Figure 3 shows typical phosphorus distributions for junction depths of
4,000A, 2,900 A, and 1,200A. It can be seen that the 4,000 A diffusion has
an attendant heavily damaged layer of about 1,500 A, but this "dead layer"
diminishes in thickness as the diffusion depth becomes more shallow. The

I II 1
2000 3000 4000

DEPTH (Al

Figure 3. DWusion Profiles for Phosphorus in Silicon for

Three Junction Depths ( N* Denotes the Integrated
Impurity Concentration)
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critical concentration at which the dead layer begins to develop is the
same order of magnitude as the surface density of silicon atoms, i.e., on

the order of 101° atoms; cm '2.
Shockley has shown that dislocation generation is not only dependent

on surface concentration, but is also affected by the total number of
impurities (N *) found in a unit surface area [9]. A model advanced by Van
Der Merwe demonstrates that above a critical misfit dislocations are
created; the critical value for phosphorus in silicon appears to be N*
= 1.2 X 10'' atoms; cm1 [l0]. As indicated in Figure 3, a great decrease in
dislocation density will occur for the shallower junctions. While it is
generally true that the dislocation density decreases sharply toward the
diffusion front, the total density of such dislocations is minimized by

shallow junctions.
Fine geometry allows for shallow junctions, thus improving the blue-

violet response and also increasing the perfection of the diode by reducing

the dislocations.

Model for short wavelength response

To compute the short wavelength response, it is usually assumed that a
lifetime can be assigned to minority carriers in the diffused layer and that
the presence of the surface can be taken into account by a surface recombi-
nation velocity. For the defects introduced by diffusion, the situation is
somewhat different. Figure 4 is an energy diagram for an n+-p junction
with a distance-dependent recombination state density. (The density of
recombination states decreases with increasing depth into the bulk beyond
the junction.) There are three easily distinguishable areas of importance:

a. Dead Layer. In a conventional solar cell with a junction depth of
3,500-4,000 A, the width of the interstitial phosphorus layer is at least
1,000 A. Photocarriers cannot be collected from this region where the dif-
fusion transit time is longer than the lifetime

X0 > r, (n+ p cell)
DP

where x„ is the width of the dead layer, D„ is the diffusion constant of

holes, and r,, is the lifetime of holes. If it is assumed that the diffusion

constant is about equal to one, the transit time is on the order of 10-"' s.

This layer is dead for lifetimes less than 100 ps. Such a short lifetime is

I It m
I LAPLETIONDEAD _I_ LAYERFIELD

Ir LAYER TI '_yl'
_ LAYER

Figure 4. Energy Band Diagram for n+-p Junction

possible if we remember that this is a degenerate region with a recombi-
nation state density on the order of the atomic density.

b. Field Layer. In the region where the impurity concentration decreases
with distance, the electric field is well above 10 kV/cm. At such fields, the
carriers approach saturation drift velocities [11] (107 cm/s for electrons
and somewhat less for holes). Now the drift transit time may be compared
with the lifetime. For the collection of carriers one needs

xP
< ry (n+-p cell)

V (7)

where xr is the width of the field region and v is the drift velocity. The
width of this region is about 2,000 A in the conventional cell so that the
drift transit time is on the order of 10-12 s. In addition, the lifetime in
this region is rapidly increasing as the associated state density drops sharply
with decreasing impurity concentration. The conditions for collection are
easily met, particularly if we realize that at the lower impurity concentra-
tion the lifetime may be on the order of 10-6 s.

c. Depletion Layer. In this region the field is very large, the drift

(6)
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transit is again on the order of 10-12 s, and the lifetime may be as long as
10-6 s. While the conditions for photocarrier collection are clearly met,
it must be recognized that the dislocations always advance ahead of the
diffusion profile. This means that there are more recombination states in
the depletion layer than in the bulk. The effect of such states is to increase
the space charge recombination current of the diode; while their effect on
the short-circuit current is insignificant, the fill factor is reduced [61.

1.0

THIN Si02

The model was tested experimentally by matching the predictable dead
layer quantum yield behavior with actual measurements and by enforcing
different surface recombination velocities externally. Let us first describe
some of the studies related to the surface recombination velocity.

In many of the initial experiments an antireflective coating was grown
by thermal oxidation of silicon. Thermally grown SiO2 has an extremely
good transparency (that of fused quartz); however, its index of refraction
is low (n = 1.46) and therefore a 9- to 10-percent reflection remains at the
quarter-wave minimum point. It is known from MOS field effect transistor
studies that the surface state density changes with crystal orientation; it
is highest on the <I l l> plane and lowest on the <100> plane. Surface
recombination velocities as low as 100 cm/s have been reported for oxi-
dized silicon surfaces. If surface recombination is an important minority
carrier loss mechanism in the silicon cell, thermal oxidation and different
surface treatments should affect the blue-violet response.

Figure 5 shows some results obtained on the <100> plane. This figure
indicates that the thinned oxide results in about 10-percent reflection at
the matching wavelength and an improved short wavelength response.
After the SiO2 was completely removed, the quantum yield dropped to a
level controlled by the reflection coefficient of silicon. Exposure of the
bare surface to moisture temporarily raised the quantum yield for all
wavelengths with no change in the short wavelength characteristics.

Apparently moisture changes only the optical properties. Exposing the
bare silicon surface to a variety of coatings caused no significant change
in the short wavelength response. Similar results were obtained on the

<Ill> plane. Because these results were obtained under very different
surface conditions, it appears that the magnitude of the surface recombina-
tion velocity must have changed greatly without clearly affecting the violet
response. Such behavior is expected from the dead layer model.

The quantum yield of a cell can be predicted readily from the dead
layer model. We will make the simple assumption that all carriers generated
beyond x0 are collected, while those generated between 0 and xo are lost.

THICK Si022

MOIS HE

0
0.3 0.4 0.5 0.6 0,] 0.8

WAVELENGTH (,Um)
0.9 1.0

Figure 5. Quantum Yield per Incident Photon for Two Thicknesses
of Thermal SiO2 and Bare Silicon Surface in Dry and

Moist Ambients

Then the yield for a particular wavelength is

me-°'dx
x ay - =e°ra^

0
e 6Sdx

(8)

where a is the absorption coefficient for that wavelength.
Figure 6 shows computed quantum yield curves for three different dead

layer thicknesses (dashed lines) and the characteristics of a good conven-
tional cell. The infrared response was computed by assuming that no
recombination occurs at the back contact of the 200-µm cell. The curve

associated with 1,500 A of the dead layer was corrected for reflections
arising from the antireflective coating. The solid line is the actual measure-
ment of the cell, clearly indicating that the limited blue-violet response is
the result of a dead layer thickness of 1,500A. It is interesting to note that
fairly long wavelengths also suffer some losses. The SiO, coating matched
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1.0

0

50 A 500 A 1500 NO REFLECTION

COATING

I ^ l

1 I
Ill

IF0//
op/ /

/'

0.3 0.5 0.6 0.7 0.8

WAVELENGTH (Rm)

0.9

Figure 6. Plot of Calculated Short Wavelength Response Using
Dead Layer Model

1.1

at 0.6 µm holds the quantum yield at about 0.9, even for longer wave-
lengths. Figure 6 also shows that extension of sensitivity into the short
wavelengths (e.g., below 0.4 µm) requires a very shallow dead layer and,
accordingly, a very shallow junction.

Figure 7 shows the allowable dead layer thickness for a given cutoff
wavelength. The cutoff is defined at 0.71 collection efficiency and the ab-
sorption coefficients are those available from the literature [12],[13]. Figure
7 indicates that an extended short wave response requires a rapidly de-
creasing dead layer thickness or a very shallow junction.

Quantum yield of violet cell

When it became apparent that the short wavelength response could be
extended significantly , the question of antirefiective coating had to be
reviewed in terms of blue-violet transparency . The widely used SiO,,
coating is quite absorbent at short wavelengths . When x - 2, it becomes
less absorbent, but its index of reflection is low (n -> 1.46). On the other

AT

• \ U.UM

MEASURED \ t
•\1

°\ ^1J

°

2000

500

3

500

CONVENTIONAL
DIFFUSION

DIFFUSION REGION
OF PRESENT WORK

0
0.2 0.3 0.4

WAVELENGTH (pmt

1
0.5

Figure 7. Maximum Dead Layer Thickness as a Function of
Cutoff Wavelength for 71 percent Response
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hand, its refractive index can be increased by decreasing x (as x --. 1, the
index approaches 2, which is still a marginal match), but its absorption is
significant [14], as shown in Figure 8. Although TiO2 is a far better coating
(it has a higher refractive index and less absorption), it also has a band
gap of about 3.1 eV so that a sharp absorption sets in at about 0.4 pm,
which limits quantum yield measurements below this wavelength. To
provide the necessary bandpass, tantalum oxide was used on the violet
cells reported in this work. The reflection plus transmission (R + T) of
these three oxides is given in Figure 8, together with the reflection curve for

tantalum oxide covered with quartz.

WAVELENGTH (r/m(

Figure 9. Quantum Yield of Typical Violet Cell Before and After
Irradiation by 3 X 1016 e/em'- and Accumulated Cell
Current and Current Lost per 0.05 µm as Functions of

Wavelength

0.2 0.3 0.4 0.5 0.6 0.7 08

WAVELENGTH (pm(

0.9 1.0

Figure 8. Reflection Plus Transmission for Three Oxides

The quantum yield of a typical violet cell is shown in Figure 9. The
antireflective coating is matched around 0.5 Am, and as shown in the figure,
the quantum yield is nearly equal to one in this region. A second curve
representing the quantum yield after irradiation by 1-MeV electrons to
3 X 1011 e/cm 2 indicates that the losses are restricted to the longer wave-
lengths. The short-circuit current adds up to 160 mA (2-cm X 2-cm cell).
The bars with points indicate the current not collected for each 0.05-µm
segment of the solar spectrum. Most of the loss occurs in the red and in-
frared regions, portions of the spectrum which are most readily damaged

by ionizing radiation.

Characteristics of completed cell

The cell characteristics reported here relate to 2-cm X 2-cm cells. Figure

10 shows the current-voltage characteristics of a recent cell. The AMO radia-

tion efficiency of this cell is 13.5 percent (over 14 percent in terms of the

active area). After irradiation by 1-MeV electrons to a fluence of 3 X 1011

e/cm 2, its actual efficiency is 11.5 percent. Such radiation affects the cell

parameters as follows:

change in current: -10%c

change in voltage: -5%

change in fill factor: 0%



16 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 1, SPRING 1973

The fill factor for such a cell is in the neighborhood of 80 percent and
is somewhat dependent on the spectrum. It can be seen that direct illumi-
nation of the depletion layer by energetic photons (at AMO) tends to de-
sensitize the recombination levels, thus reducing the space charge recom-

bination current.
Figure 10 illustrates the improvement in the overall power output of

an experimental violet cell (solid curves) when compared to a typical
space-qualified commercial solar cell (dashed curves). The I-V curves
were taken under illumination simulating AMO conditions with a balloon
flown cell used to standardize the simulator (Spectrolab X-25). The
violet cell illuminated under terrestrial conditions exhibits an efficiency

of 15.5-16 percent.
Figure 11 shows a series resistance of only 0.05 2 deduced from 1-V

measurements at several intensities [15]. Figure 12 shows the efficiency as
a function of increasing fluence of 1-MeV electron irradiation. The violet
cell is again compared with the cell used widely in space applications and
shows an improvement of over 30 percent for higher fluences of irradiation.

Conclusions

A major change in grid geometry, coupled with very shallow junctions, 60
has produced a major improvement in the short wavelength response and
the fill factor. Neither improvement is susceptible to degradation from
ionizing radiation. The new cell is called the violet cell.

A new model has been developed for the front of such cells, explaining
the short wavelength cutoff in terms of a dead layer. It has been shown that
front surface recombination is not an important factor limiting the re-
sponse. The improved diode characteristics (fill factor) have been explained 20
qualitatively in terms of a critical integrated impurity concentration at the

cell surface.
E0o
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EFFICIENCY (%) 8 9 10 11 12 13 14

14

13
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Figure 10. Typical I-V Curves for a Violet Cell and a Commercial
Cell Before and After Irradiation by 3 X 1014 e/cm2
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Addendum

Recent results indicate that the efficiency can be raised further. The
actual efficiency is now 14 percent for outer space conditions (AMO),
when a solar constant of 140 mWcm2 is used and when the actual area
of the cell is taken into account. It must be pointed out, however, that at
present there is no universally accepted quantity for the sun's radiant
power or agreement on the cell area to be used in the computation of
efficiency. Early measurements of the solar constant by F. S. Johnson
[NI] resulted in a value of 139.5 mWcm2, while more recently M. P.
Thekaekara [N2] has measured 135.3 mWem22. Additional confusion is
caused by the frequent use of only the exposed solar cell area in the
computation of efficiency (active area). In view of this situation, our
recent results are summarized as follows:

AMO spectrum, 140 mW,cm-', actual area (4 cm2)....... 14.0'
AMO spectrum, 140 mWtcm2, active area ............. . . ... 15.0(
AMO spectrum. 135 mW/cm2, active area ................ 15.5,

At sea level the solar spectrum is shifted and on a clear day the solar
input power is approximately 100 mW/cm2. Use of a pyncchometer to
measure the terrestrial solar input power resulted in a conversion efficiency
of nearly 18 percent based on actual area and 19 percent based on active
area.
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Influence of the space radiation
environment on the
Intelsat IV design

R. W. ROSTRON

Abstract

An extensive study was carried out to specify the anticipated radiation environ-
ment for INTELSAT Iv and to predict the effects of this environment on silicon

solar cells. The results of the study, which were derived from latest satellite and

laboratory data, were presented to the spacecraft contractor in the form of a

working engineering model designed for use in sizing the INTELSAT Iv solar

array, determining solar cell shielding requirements, and determining the shield-

ing requirements fpr other radiation-sensitive electronic components. The model

is presented here, both graphically and analytically, in the form of electron and

proton fluences as functions of particle energy. Curves showing the equivalent

1.0-MeV electron fluences as functions of solar cell cover slide thickness and

solar cell output as a function of time in orbit are also presented. In addition,

other considerations, such as cover slide darkening, low-energy proton damage,

and penetration of solar flare protons into the magnetosphere are discussed.

Introduction

The operational lifetime of an INTELSAT Iv satellite is directly related to
the ability of its photovoltaic prime-power source to endure the effects of

This paper is based upon work performed at COMSAT Laboratories under
the sponsorship of the International Telecommunications Satellite Organization
(INTELSAT). Views expressed in the paper are not necessarily those of
INTELSAT.
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the space radiation environment. An accurate prediction of this environ-
ment is essential to the satellite designer for sizing the solar array and pre-
dicting array performance. Until the launch of ATS-I into the geostationary
orbit late in 1966, data depicting the synchronous orbit radiation environ-
ment were sparse and unreliable. This uncertainty resulted in the incor-
poration of extremely high safety margins into the design of solar array
power sources to allow for radiation degradation. While these designs
were unduly conservative in many cases, they proved to be inadequate in
other instances because of the lack of information regarding the geosta-

tionary environment.
In formulating the performance specifications for INTELSAT iv, COMSAT

presented the spacecraft designer with a working engineering model of the
geostationary radiation environment. This model, incorporating the re-
sults of an in-house analysis of ATS-1 and other data, is presented in the
form of curves and analytical approximations of the time-integrated
radiation fluxes to be encountered by INTELSAT Iv. Emphasis was placed
on the solar flare and trapped electron and proton fluences encountered
in synchronous orbit. This paper also delineates the effects of the environ-
ment on solar cells of the type utilized on INTELSAT IV.

Intelsat IV radiation environment

In the design of INTELSAT Iv, emphasis was placed on assessing the
hostile proton and electron environments at synchronous altitude, since
these particles will inflict nearly all of the radiation damage to be sustained
by INTELSAT Iv. Other forms of radiation exist at synchronous altitude, but
they were found to have negligible effects on satellite performance.

Trapped electrons

The power output of silicon solar cells, which are the INTELSAT Iv prime-

power source, suffers a substantial degradation because these cells are

continually bombarded in orbit by Van Allen electrons. Data concerning

the energy and intensity of these trapped electrons at synchronous altitude

have been collected by detectors aboard ATS-1 and are shown in Figure I.

The solid curve (labeled electrons) depicts the time-averaged integral

electron flux as a function of electron energy, while the broken curve

represents the softer spectrum obtained by using earlier data [l].

The ATS-i data have been curve fitted by two approximating expressions;

one follows a power law and the other is exponential:

INFLUENCE OF THE SPACE RADIATION ENVIRONMENT

0.05<E,<0.5

44e(>Ee) = 7.96 X 105 Ee '- 5

0.5 < Ee

4'e(>Ee) = 1.00 X 101 exp (-2.94 Ea)

where Ee = electron energy, in MeV

,De(>Ee) = electron flux, in electrons/(cml.s), with

energy greater than E (integral flux).
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Figure 1. Titne-Averaged Trapped Flux at Synchronous Altitude
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Figure 2. Time Variation of Electron Flux at Synchronous Altitude

The analysis of the ATS-1 data indicated that there is a periodic variation
of electron flux intensity. This variation is shown in Figure 2. It can be
seen that the electron flux remains relatively constant for 6.33 days and

then drops several orders of magnitude.

Trapped protons

Since the intensity of the trapped proton flux at synchronous altitude is
negligible for energies greater than 1.0 MeV, the solar cells can be shielded
from damaging effects of these particles by 25 to 50 Rm of glass. However,
the INTELSAT 11 F-4 and ATS-1 solar cells were not completely covered
by the cover glass material. The resulting gaps allowed low-energy (0- to
1.0-MeV) protons to enter the surface and junction regions of the solar
cells and produce severe degradation of the power output. Various methods
of fully shielding solar cells have now been implemented. The synchronous
proton environment data required to accomplish this implementation are

presented here.
The time-averaged trapped or Van Allen proton flux over the energy

range from 0.1 to 4.0 MeV is shown in Figure 1 [2] and may be fitted by
the following exponential approximating equation:

0.1 < E < 4.0

'hy(> E„) = 1.80 X 10' exp (- 9.0 Ey) (2)

where E„ = proton energy, in McV

T„(>Ey) = proton flux, in protons (CM2 . S),

with energy greater than E.

Solar flare protons

Although many theories have been advanced to predict solar flare
activity, it is still virtually impossible to accurately predict the total solar
flare proton fluence to be encountered by INTELSAT Iv. In the absence of
reliable prediction techniques, it becomes advantageous to examine solar
activity over previous cycles and to correlate this information with current
solar flare activity data.

The last complete solar cycle (cycle 19), which was the first cycle during
which solar flare protons were monitored by satellite-borne detectors,
began in April 1954 and ended in October 1964. Data from satellite
measurements of solar flare activity during cycle 19, as well as rocket and
balloon data, were collected and analyzed at COMSAT Labs to yield the
total solar flare proton fluence for cycle 19 as a function of proton energy.
These data, which are plotted in Figure 3, may be curve fitted by the
following expression:

4 3(>Es) = 1.50 X 101E E 1.53

where E, = solar proton energy, in MeV

T x(> E,) = integral solar flare proton fluence, in protons/em2.

(3)

The year of maximum solar proton intensity during cycle 19 was 1959.
Approximately 87 percent of the total number of protons were encountered
during that year. The fluence data for 1959 are also shown in Figure 3
and may be curve fitted by the expression

(4)

Prior to the launch of ATS-1 in late 1966, it was assumed that the geo-
magnetic field would prevent solar protons with energies below about 30
MeV from penetrating to synchronous altitude. This assumption was
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reflected in the design of satellites such as ATS-1 and INTELSAT I and it.

However, ATS-1 data indicated that solar flare protons of all energies could

arrive at synchronous altitude and that the low-energy protons appeared to

be trapped. Thus, the full spectrum shown in Figure 3 was assumed as a

design guideline for INTELSAT IV.
The solar flare proton fluence spectrum through 1968 (cycle 20), when

design criteria for INTELSAT Iv had to be determined, is also shown in

Figure 3. Data from cycle 20 indicated that the proton spectrum would be

softer; however, only one conclusion concerning its intensity was reached,

i.e., that the intensity of cycle 20 should not exceed the intensity of cycle

19. Thus, the cycle 19 solar proton spectrum was used in the design of

INTELSAT IV.

1.0 10 100
PROTON ENERGY WWI

Figure 3. Unattenuated Solar Proton Fluence
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Other radiation

The integral flux of Van Allen electrons encountered by INTELSAT IV in

the Hohmann transfer orbit is several orders of magnitude lower than it

is in synchronous orbit. For this reason, the effects of these electrons on

INTELSAT IV were considered negligible.

Solar cells are readily shielded from the most damaging trapped protons
encountered by INTELSAT IV in the Hohmann transfer ellipse by 25 to
50 pm of cover glass. Thus, the effects of those protons which do reach
the solar cells are negligible compared to the effects of the trapped elec-
trons and solar flare protons encountered at synchronous altitude. The
only hazardous effect of lower energy protons on solar cells, either at
synchronous altitude or in the transfer orbit, is surface and junction dam-
age to cells which are not fully covered.

Ultraviolet radiation incident on INTELSAT Iv can produce color changes

in thermal coatings and darkening of solar cell cover assemblies, thus re-

ducing their efficiency. The Johnson curves [3] for solar ultraviolet radia-

tion incident on the earth's upper atmosphere were used to select ultra-

violet-resistant thermal coatings and cover assemblies for INTELSAT IV.

Radiation effects

Silicon solar cells, which constitute the prime-power source for INTELSAT
IV satellites, and certain MOS devices used in the telemetry and command
systems are the spacecraft components which are most susceptible to
performance degradation through exposure to the space radiation environ-
ment. The least penetrating charged particle radiation, composed of low-
energy protons, constitutes the greatest hazard to solar cell performance.
However, the higher energy protons and electrons also produce significant
degradation of solar cell output and can degrade MOS device performance.
Fortunately, glass shields can be used to prevent low-energy protons from
reaching the solar cells, and the MOS devices can be shielded from pene-
trating charged-particle radiation by metal housings.

Solar cell degradation

Solar cells exposed to charged-particle radiation in space will suffer
performance degradation caused primarily by two mechanisms. The first
is produced by low-energy, high-mass charged particles such as protons,
which just penetrate the surface of the solar cell, but do not penetrate into
the base region. * These particles produce generation-recombination centers

* It is assumed that protons are fully shielded from the rear of the cell. If this
were not the case, another type of damage would materialize.
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close to the junction which cause enhanced thermal generation of carriers
and increased leakage current, thus drastically reducing the output voltage.

Other secondary effects may also be produced by these low-energy
particles. It is these effects which can he prevented by shielding the solar
cell with 25 to 50 y m of cover glass. However, care must be taken to fully
cover the photosensitive surface of the solar cell. In most cases the contact
bar must also be covered, since the contact thickness may be less than
25 µm and therefore allow charged particle penetration to the solar cell
junction beneath the contact bar. The decrease in output voltage, and
thus power output, is a nonlinear function of exposed surface area; hence,
a small uncovered area may result in a large decrease in output power [4].

The second damage mechanism which cannot be fully eliminated by
shielding (because of spacecraft weight considerations) is a decrease in the
base region minority carrier lifetime. This is a result of displacements,
caused by the penetrating charged-particle radiation (protons and elec-
trons), which lead to an increase in recombination center density. Thus,
the carriers produced by the light entering the cell are less likely to reach
the junction before recombination occurs. This results in a reduction in
the current output of the cell and, to a lesser degree, in the output voltage.

This effect can be (and is) reduced substantially by glass cover shields,

but there is a tradeoff between the thickness of the shield and the space-

craft weight allowance and power requirements. To perform this tradeoff

for INTELSAT Iv, it was necessary to predict the solar cell performance

degradation caused by penetrating charged-particle radiation over the

lifetime of the mission.

It is possible to reduce any space spectrum of protons and electrons to

an equivalent 1.0-MeV electron spectrum. This equivalency relates the

solar cell damage caused by a given spectrum of penetrating charged

particles to that produced by a certain equivalent number of 1.0-MeV

electrons. Figure 4 is a curve showing this equivalency for various charged-

particle environments encountered by INTELSAT IV as a function of cover

slide thickness. (Because the equivalency of trapped protons at synchronous

orbit and electrons at transfer orbit is negligible, it is not presented.)

From Figure 5 it can be seen that, after seven years in orbit, INTELSAT IV

solar cells which encounter a solar flare cycle equivalent to that of cycle 19

will be exposed to an equivalent 1.0-MeV fluence of about 3.0 X 1014

e/cml if 12-mil cover slides are used.

The degradation of solar cells is predicted by using the curves of Figure

4. If the INTELSAT Iv cell mentioned previously were irradiated without a

1015
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cover slide by a perpendicular beam of 1.0-MeV electrons of 3.0 X 10"
e/cm2, the damage would be the same as the cell would sustain with a
12-mil cover slide after seven years at synchronous altitude. Laboratory
data on silicon solar cells are shown in Figure 5, where solar cell outputs
are plotted as a function of I.0-MeV electron fluence. From these curves

it is found that a 1.0-MeV fluence of 3.0 X 1014 e/cm2 would reduce the
open-circuit voltage (Ve) by about 7 percent, the short-circuit current

(le) by about 12 percent, and the maximum power (Pe) by about 15 percent.

These values were then used to size the solar array of INTELSAT IV.

1013

1.0-MeV ELECTRON FLUENCE (e/cm2)
1014 1015 1016

Figure 5. Silicon Solar Cell Output Degradation

Solar cell cover assemblies

When specifications were written for INTELSAT iv, it was known from

ATS-1 data that the current and power outputs of solar cells could suffer

a severe degradation caused by what appeared to be a "darkening" of the

cover slide and/or cover slide adhesive. Although this effect was observed

in space, it could not be duplicated in the laboratory. It was surmised

that this effect might be caused by the synergistic effects of ultraviolet and

charged-particle radiation. A number of other theories were advanced and

laboratory tests were initiated by COMSAT Labs and others to try to re-

produce the "darkening." These tests are still under way and the problem

is not yet solved. For design purposes, based on ATS-I data, INTELSAT Iv
solar cells were assumed to experience a 7.5-percent power degradation
because of the "darkening" effect.

Other components

Many INTELSAT IV semiconductor devices other than solar cells would
suffer performance degradation if exposed to the radiation environment at
synchronous altitude for prolonged periods. Adequate shielding of most
of these components is provided by the spacecraft structure and compo-
nent housings. In the case of MOS devices on INTELSAT Iv, however,
additional shielding was required. Figure 6 shows the radiation dose
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Figure 6. Internal Component Dosage
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Physical and chemical analysis
of germanium tunnel diodes

P. F. VARADI AND T . D. KIRKENDALL

Abstract

Scanning Electron Microscope (SEM) and Electron Microprobe (EM) studies
were performed on commercially available germanium tunnel diodes of the type
used in communications satellite receivers to delineate the physical structure and

spatial distribution of the constituent chemical elements. The SEM images re-
vealed the mushroom-like structural characteristic of the ball alloy and pinnacle
enclosing the n-p junction. Examination of the physical structure of several
diodes showed a large variation from diode to diode caused by the fabrication
procedure. These findings may help to illuminate the wide variation in the elec-

trical characteristics and reliability of the unscreened device.
Chemical composition studies were conducted in which electron probe tech-

niques were used to measure the elemental distributions of Sn, As, Ge, Ga, and
Ni in cross-sections of several tunnel diodes. Quantitative analyses of the As and
Ga dopants revealed that, while the Ga dopant in the p-type Ge was evenly dis-
tributed, the As was segregated in arsenic-rich regions in the So "ball" after the
alloying. The use of a computerized electron microprobe made it possible to
delineate the position of the n-p junction through direct "chemical" analysis and

to demonstrate that it typically lies a few micrometers beyond the metallurgical
junction on the Ge side.

Introduction

l
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received by INTELSAT Iv components as a function of shield thickness. It
can be seen that the dose resulting from solar flare protons is negligible
compared to that sustained from electrons.

Since most semiconductor components will operate satisfactorily at
accumulated doses of 106 rad (Si), a nominal 1/16-inch aluminum housing
or its equivalent will produce adequate shielding for the INTELSAT Iv
mission. However, the MOS devices may malfunction after accumulating
a dose of 10' rad (Si) and require about 3/16 inch of shielding. Such shield-
ing requirements present no particular design problem, but must be taken

into account.
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Ball-alloy-type germanium tunnel diodes have been used in the 6-GHz
and the 4-GHz amplifiers of INTELSAT in and Iv satellites, as well as in
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the 4-GHz amplifier of the transponder destined for the ATS-F Propa-
gation Experiment. Since the reliability of a satellite system depends
to a large extent on the satisfactory performance of these tiny structures,
a study of their physical and chemical nature was undertaken. The physical
dimension of the germanium tunnel diode permits the entire structure to
be set into a cylindrical enclosure which is 0.13 cm (0.05 in.) in diameter
and 0.13 cln high. The cross-sectional diameter of the actual device may
vary from a minimum of about 0.0005 cm (0.0002 in.) to a maximum

of 0.025 cm (0.010 in.).
Several years ago when these devices were first used, it was attempted to

view them with a high-powered optical microscope. This required section-
ing and polishing of the device because of the low depth of field of such an
instrument; hence, the study revealed only some basic information about
the size and shape of the tunnel diode without producing an actual picture.
With the advent of the scanning electron microscope, which has a very high
depth of field and a variable magnification between 10,000 and 50,000X,
it became feasible to obtain a picture of the tunnel diode [1]. Correlation
of the physical structure of the tunnel diode with the spatial distribution of
the constituent chemical elements on the same scale became possible only
with the recent development of the combination of a scanning electron
microscope and an electron microprobe (SEM/EM) *, however. This paper
reports a study of ball alloy germanium tunnel diodes in which combined
SEM/EM techniques were used to obtain a highly magnified picture of the
device and also to analyze its elemental composition.

Tunnel diode fabrication technology

The assembly and fabrication of tunnel diodes also became a part of
this study, since they are closely related to the structure and chemistry of

* The Scanning Electron Microscope /Electron Microprobe employs a finely
focused electron beam which is directed onto the object to be analyzed. The inter-
action of the high-voltage electrons with the sample creates several effects: it
generates secondary (low-energy) and backscattered (high-energy) electrons, as
well as X-rays which are characteristic of each of the elements present in the
sample.

If the electron beam is held stationary, the generated X-rays can be utilized to
perform a qualitative and quantitative chemical analysis of a spot with a diameter
of about 1µm. Scanning the electron beam in a raster fashion and displaying
the synchronized X-ray output on an oscilloscope makes it possible to display
the spatial distribution of the elements. Similarly, the secondary and/or back-
scattered electron output signals may be displayed to create a quasi-optical
image showing the topography of the sample.

the final device. Figure 1 is a schematic of a tunnel diode structure. The
major components are a p-type germanium chip doped with Ga, a tin ball
doped with As to provide the n-type impurity in the Ge needed to form
the n-p junction, the connecting electrode (wire mesh), and the enclosure.

LID

sn-PLATED

Ni MESH

CERAMIC

KOVAR PEDESTAL

Figure 1. Schematic Cross-section of Ball Alloy Ge Tunnel Diode

The first step in the fabrication process is an alloying step which con-
sists of heating the Ge chip while in contact with the Sn ball to a tempera-
ture of 600°C-800°C (1090°F-1454.5°F), well above the melting point
of Sn. The temperature chosen, its duration, and the rate of ensuing cooling
determine the concentration profile of the arsenic in the Ge and the loca-
tion and sharpness of the resulting n-p junction on which the diode char-
acteristics are critically dependent.

The tin ball utilized in this process must be prepared so that the arsenic
and tin are uniformly mixed. (The arsenic concentration in the tin is 2
percent or higher.) This uniform distribution cannot be achieved by a regu-
lar alloying process, since the arsenic will precipitate in the form of an
Sn8As2 phase [2]. The SEM/EM technique was used to verify the uniform
distribution of arsenic in an actual tin ball before its utilization.

Figure 2 is an SEM /EM picture of an As-doped So ball. Figure 2a is a
BSE (backscattered electron) picture which gives the general shape and
dimensions of the ball. Figures 2b and 2c, which are EM pictures repre-
senting the tin and arsenic distributions, show that these two elements are
uniformly mixed on a micrometer scale.

After the alloying process, the elements are no longer uniformly dis-
tributed. Figure 3a is a BSE image of a Ge chip and the solidly attached Sn



38 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 1, SPRING 1973

10µm
a. BSE

10µm b. SnL.

ANALYSIS OF GERMANIUM TUNNEL DIODES 39

ball after completion of the alloying process. Figures 3b, 3c, and 3d are a
closeup BSE picture of the So ball and EM pictures of the So and As dis-
tributions, respectively. The majority of the As is concentrated in only a
few spots. This segregation of the As after the heat cycle can be explained
on the basis of the known phase diagram [2] of the Sn,/As binary alloy

system.
In the subsequent assembly steps, the alloyed chip is mounted in the

enclosure via a tin soldering process, the center of the mesh strip electrode
is soldered to the tin ball, and the ends are welded to the enclosure. In these
soldering steps, it is necessary to ensure that the entire tin ball does not
melt again, thereby causing changes in the established junction. The impor-
tance of properly attaching the mesh to the tin ball will be discussed further
in the following section.

The last step before sealing the enclosure is an etching process. In this
operation the Ge is gradually dissolved in KOH, which does not attack
the Sn. Hence, a very small connection is left between the Ge body and the
So ball, thereby reducing the capacitance of the n-p junction. The etching
is stopped when the desired peak current and capacitance characteristics
are reached. At this point the device is rinsed, dried, and sealed.

SEM observations

10µm c. AsL,

Figure 2. Sn-Doped As Ball Before Alloying

To obtain a picture of the physical structure of the diodes, devices were

examined after their electrical characteristics had stabilized. It was neces-
sary to open the sealed tunnel diodes by carefully lapping off the Kovar

base plate. When the Kovar-ceramic seal was weakened and the ends of the
wire mesh carefully severed from the enclosure, the entire device could be

removed intact, ready for mounting on the tilting stage of the SEMI/EM

instrument. The SEM/EM instrument utilized for the investigation was an

Applied Research Laboratory EMX/SM, which was implemented with
computer control at COMSAT Laboratories [3].

To obtain a better understanding of the device, most of the SEM pic-

tures have been taken in a stereoscopic mode. The stereoscopic effect is

achieved by taking two pictures of the device so that the second picture is

taken with the specimen tilted between 4° and 8° relative to the first one,

referenced to the electron beam axis. To provide an example of the actual

shape and size of a ball alloy tunnel diode, Plates I and H are presented

in a stereoscopic mode. The two pictures obtained by the SEM in the

secondary electron (SE) mode are separately printed in two colors on one
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sheet. The stereoscopic impression of the SEM picture may then be per-
ceived by viewing the picture with colored "glasses", each eyepiece of
which allows perception of only one image.

Plate I is a side view of the tunnel diode. The dimensions may be mea-
sured by using the attached scale. For this type of diode, designed to
operate at 6 GHz, the diameter at the junction is only 5µm. Plate II is a
stereoscopic view of the same tunnel diode viewed from the top. This
picture provides insight into the entire tunnel diode structure.

The smooth etched Ge chip can be seen through the Sn-plated Ni mesh
electrode to which the top of the So ball (or rather "mushroom cap") is
soldered. The plastic material holding the grid is just outside of the pic-
ture. The Sn solder holding the chip to the base and the rough surface of
the Kovar can be easily distinguished in the background. These pictures
indicate the large depth of field of SEM pictures.

Observation of these stereoscopic pictures will provide a better under-
standing of Figure 4, which compares the SE images of four different and
electrically satisfactory tunnel diodes. Figure 4a shows the same diode
which was depicted in Plates I and II.

Figures 4b, 4c, and 4d are different samples, all designed to operate at

4 GHz. There are large variations in the shape of the pinnacle and in the

results of soldering the mushroom cap to the mesh electrode. Figure 4a

shows a mushroom-shaped tunnel diode. However, this particular diode

does not represent the best possible execution, since the mesh is not solidly

soldered to the mushroom ball, but is making contact at only a few points.

This is better observed in the stereo images. Examples of intimate and

mechanically secure mesh-to-ball connections are shown in Figures 4b, 4c,

and 4d. Figure 4c shows the extreme case in which the mesh electrode was

pressed almost entirely through the tin ball during the soldering cycle.

(The debris seen in Figure 4c are a result of particles trapped during the

opening of the device.)

The variations in the shape of the pinnacle are also interesting. While the

pinnacles shown in Figures 4a and 4b are mushroom-type pinnacles, Figure

4c shows a wide, stubby pinnacle, and the pinnacle shown in Figure 4d is

cylindrical. (A stereo view of this diode establishes that the protrusion

seen above the mesh is not connected to the diode.) The differences in the

mechanical structure of the tunnel diode and in particular the very small

area of that portion of the pinnacle which supports the mushroom cap

corroborate the theory [4] that failure in the germanium tunnel diodes is

primarily a result of plastic deformation, caused by inherent stresses in the
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c. 4 GHz

Figure 4. SE Side View Images of Four Tunnel Diodes I Figure 4. SE Side View Images of Four Tunnel Diodes (continued)
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device, which increases the valley current in those diodes in which the

stresses are sufficiently high. A more detailed but brief discussion of this

potential failure mechanism may be found in Reference 5.
Figures 5a through 5d show the top view of the same diodes whose side

views were shown in Figures 4a through 4d. These SE pictures were taken

at about the same magnification as Figure 4 . The poor soldering of the

mesh to the cap mentioned previously is evident in Figure 5a . The attach-

ment of the cap to the mesh is better on the diode shown in Figure 5b.
In both cases, however, it is evident that the mesh grid was not heated

sufficiently to make its tin coating flow. In Figure 5a, the original crystal-

line structure of the tin coating on the nickel mesh grid has not been dis-
rupted by melting. The tin has just barely melted at the soldering point in

Figure 5b.
Figure 5c shows a diode in which the mesh grid melted the tin mush-

room extensively , causing noticeable deformation of the ball. (The debris

in this picture, similar to those in Figure 4c , are artifacts.) Proper melting

of the tin mushroom cap and its adhesion to the mesh are quite evident

in Figure 5d. It can also be seen that the tin coating of the nickel mesh

grid has been well melted. ( Comparison of this picture with Figure 4d
shows that the protrusions above the grid are not connected to the diode.)

Various other diodes were investigated in the same way. SEM pictures
reveal several structural variations which may exist in tunnel diodes:

a. If the tin ball is not carefully positioned near the center of the
chip, then the pinnacle will appear off center under the tin ball (see

Plates I and II).
b. The tin ball may not be soldered to the center of the grid, but

may be soldered into a hole or to the side of a grid wire (see Figure 5).
c. The tin ball may be barely attached to the grid or the grid may

be pushed very deeply into the tin ball (compare Figures 5a through

5d).

Chemical analysis

To determine the distribution of the various elements throughout the

entire device, an Electron Microprobe analysis was performed. The

tunnel diode was first removed from its metal-ceramic housing and potted

in epoxy. The potted device was then carefully sectioned and lapped in

the middle of the pinnacle, perpendicular to the junction. Hence, it was

Plates I and II, on the following pages, will be
perceived in three dimensions when the ana-
glyphoscope attached to the inside back cover is
used with the red eyepiece over the right eye.



PLATE I. Stereoscopic SE Image of a Germanium Tunnel Diode (side view)

PLATE II. Stereoscopic SE Image of a Germanium Tunnel Diode (top view)
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PLATE III. Elemental Distributions in Two Cross-sectioned Tunnel Diodes
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possible to determine the distribution of the Ge, As, Sn, Ga, and Ni
elements over the entire device.

Plate III shows the distribution of the Ge, Sn, As, and Ni elements in
two separate tunnel diodes. Each color picture is a montage of individual
pictures of the elemental distribution. Violet represents the distribution of
the Ge and green represents the distribution of So, while Ni is shown as
blue, and As as orange. In both of these pictures, the Ni mesh is securely

attached to the So mushroom cap. It is also evident that the As has become
segregated in the Sn, as was shown in Figure 3. The As segregation should
correspond to an Sn8As2 phase, while after alloying, the As is practically
depleted in the remainder of the Sn mushroom cap.

Although the scanning pictures of the elemental distribution quali-
tatively revealed the segregation of As and the position of the Ni grid,
this technique is not suitable to establish the exact composition or the
position and chemistry of the junction. To achieve these ends, a point-by-
point quantitative elemental analysis had to be performed. However, the
sectioned devices were found to exhibit excessive thermally induced
motion because of the longer electron beam exposure required for quanti-
tative analysis.

To avoid this limitation, a quantitative analysis was performed on a
germanium chip which had undergone all steps of the fabrication process
with the exception of etching. The unetched but alloyed chip was potted
and sectioned perpendicular to the junction area and lapped to a point
representing the middle of the tin ball. A point-by-point microprobe
analysis, in which 15 points, 1.4 am apart, were sampled across the
"junction," was performed on the specimen. The size of the electron beam
permitted X-rays to be generated from an area approximately 1 Am in
diameter at the surface of the sample; hence, the measuring points did
not overlap. At each point a quantitative analysis for Ge, Sn, As, and
Ga was performed.

In this mode the finely focused electron beam was successfully positioned
under computer control for one second at each of the 15 analytical points
until 30 seconds of data for each point were accumulated. This ensured an
accurate mapping of the elemental concentration over the extremely
small area to be analyzed. The analysis included peak and background
counts for all elements and their standards. The weight percentages were
then calculated on an IBM 360/65 computer by applying the Magic IV
electron probe analysis program [6] to correct the raw X-ray intensity
data for the effects of X-ray absorption and fluorescence and electron
backscatter. The results, presented in Table 1 and Figure 6, are based
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d. 4 GHz

Figure 5. SE Top View Images of Four Tunnel Diodes I Figure 5. SE Top View Images of Four Tunnel Diodes (continued)
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on the average of three complete sets of data obtained according to this

procedure.
Table 1 indicates that a sizable quantity of germanium, i.e., -4 percent,

remains in the tin phase. This germanium appears to be accompanied by
some Ga. Another interesting point is the amount of arsenic, 8 weight
percent, in the enriched area resulting from the segregation. This amount
is lower than is to be expected from an Sn3As2 phase, probably because
the volume from which X-rays are obtained may be larger than that of
the inclusion. Analysis of the germanium chip revealed only that the Ga
was evenly distributed in the germanium at a concentration of 0.1 weight

percent, even after the heat treatment.

TABLE 1. MEASURED WEIGHT PERCENT CONCENTRATIONS OF

SN, As, GE, AND GA IN A BALL ALLOY GERMANIUM DIODE

Measured Weight Percent and 2-Sigma Limits

(normalized to 100 percent*)

Location Sn As Ge Ga

Sn Ball

Average (excluding 95.33 } 0.8 0.43 -0.35 4.20-0.45 0.03 0.01

As enriched area)
As Enriched Area 88.85 - 1.74 8 .05 t 1.12 3.08 f 0.07

Ge Chip

Average 0.07 = 0 .04 0.02 t 0.02 99.75 f 0.73 0.15 m 0.04

*Data were taken at 25-kV, 1.5-nA sample current using the following X-ray emission
lines: Snra, Asia, Gex , and Gar..

The chemistry at the junction was interpolated from the data plotted
in Figure 6. It can be seen that there exists a region about 3 µm wide across
the metallurgical interface (line II' to JJ') in which the tin concentration
increases from left to right. In this region the arsenic concentration
decreases rapidly. The Ga concentration is fairly constant, but falls off
rapidly in the Sn phase. It can be seen that the n-p junction, where the As
concentration equals that of the Ga ('0.1 weight percent), line JJ', is
confined to a narrow zone at the interface of the recrystallized germanium
with the original germanium material and resides a few micrometers from

ANALYSIS OF GERMANIUM TUNNEL DIODES
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Figure 6. Sit, As, Ge, and Ga Distributions Measured in Ball Alloy Diode
Cross-section

the metallurgical interface. The magnitude of the As and Ga concentrations
in the neighborhood of the n-p junction are consistent with those derived
from measurements of the I-V characteristics of actual diodes and inter-
pretation thereof according to standard device theory such as that pre-
sented in Reference 7.

Conclusion

The SEM/EM investigation of ball alloy tunnel diodes has revealed a
striking mechanical precariousness in their structure. That is, a mushroom
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cap of tin, 25 µm in diameter, is perched upon a pinnacle of Ge about 5 am

in diameter at the recrystallized tip. It has also revealed that improper

assembly procedures may result in poor grid connection and in the forma-

tion of an asymmetrical structure. The pictures obtained from this study

support a recently advanced theory [4] on the failure mechanism. This

theory is based upon plastic deformation of the Ge in the junction area

caused by inherent mechanical stresses within the diodes and resulting in

higher valley current in those diodes in which the stresses are sufficiently

high.
Microprobe analysis of the tunnel diodes has revealed by direct

"chemical" analytical means the exact location of the n-p junction. It has

also revealed the segregation of arsenic in the tin after the alloying process

and has elucidated the chemistry of the recrystallized zone.
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Estimation and correction of
electric thruster misalignment effects
on a geostationary satellite

M. H. KAPLAN

Abstract

An investigation of the effects of thruster misalignment on a communications

satellite employing a double-gimballed momentum wheel attitude control sys-
tem is presented. Electric north-south thrusters are the primary source of mis-
alignment torques. These misalignment effects are particularly harmful when con-

tinuous yaw sensing is not provided and narrow-beam antennas are incorporated
into the satellite. Thrust misalignment cannot be accurately predicted; thus,

actual flight data must be used to estimate errors.
Determination of the characteristics of ground-based and onboard control

techniques is the major objective of this investigation. All necessary east-west
drift corrections can be made with longitude control units, while attitude per-
turbations may be eliminated through thrust vectoring of the exhaust beam.
Misalignment limits and specific vehicle properties are assumed, and consequent
sensor requirements and control system characteristics are discussed.

This paper is based upon work performed at COMSAT Laboratories under
the sponsorship of the International Telecommunications Satellite Organiza-
tion (INTELSAT). Views expressed in this paper are not necessarily those of
INTELSAT.
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Introduction

One of the more promising configurations for a family of advanced
communications satellites employs an earth-oriented central body with
sun-oriented panels as illustrated in Figure I. Several orbit and attitude
control systems are currently being investigated for application to this
configuration in geostationary orbit. The study reported here deals with a
vehicle containing a double-gimballed momentum wheel for attitude con-
trol and electric thrusters for north-south (NS) stationkeeping.

There is always some finite misalignment of the thrust vector of an orbit
control engine; this misalignment may be thought of as a combination of
angular and position errors. Misalignment effects are of no consequence to
low-impulse maneuvers such as east-west (E-W) holding, but for maneu-
vers with large impulse requirements, such as N-S stationkeeping and
large station change maneuvers, they can cause significant attitude errors
if they are not detected and corrected. When narrow-beam antennas are
employed on a satellite without a yaw sensor, the large yaw errors which
may result during N S thrusting will lead to excessive beam-pointing
errors. Such yaw errors are not so critical during station change maneuvers
because high-density communications functions are not required. Thus,
N-S thrusting represents a particularly important source of attitude error
in this situation. Furthermore, misalignment may have an adverse effect
on longitude holding which must be countered with direct E-W thrusting.

Such misalignments cannot be predicted accurately because of uncer-
tainties in structural deformations and propellant movement. Thus, actual
flight data must be used to estimate errors and generate corrections. The
vehicle center of mass experiences slight shifts as a result of changing pro-
pellant mass, structural response to attitude control torques, and thermal
bending; hence, thrust alignment and offset measurements and corrections
should be performed at the beginning of each thrusting interval, and
possibly more often.

Investigation and determination of ground-based and onboard estima-
tion and control techniques are the major objectives of this work. Vectoring
of N-S thruster exhausts is assumed to be the correction mechanism for
misalignment torques. This technique may also be useful as a mode for
nominal attitude control. In-plane drift can be controlled with E-W
stationkeeping engines.

Sensor requirements and control system characteristics are discussed in

terms of the misalignment limits and specific vehicle properties assumed.

Analyses of E-W motion and attitude dynamics are also included.

ELECTRIC THRUSTER MISALIGNMENT

Figure 1. Assumed Satellite Configuration
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Satellite specifications

The satellite configuration employed in this investigation is illustrated
in Figure 1. Since the launch vehicle is assumed to be an Atlas-Centaur,
in-orbit mass is limited to about 716 kg (1575 lb). Satellite mass and power
properties are essentially those of the vehicle studied in Reference 1.
Specific spacecraft characteristics of interest are listed in Table 1 and are
based on realistic estimates [2]. Of course, the addition of a continuous yaw
sensor would greatly simplify misalignment estimates and corrections.
However, it is desirable to achieve high beam-pointing accuracy without
the added complexity of a star tracker. This capability can also be thought

of as a backup mode in case of yaw sensor failure.

TABLE 1. ASSUMED SATELLITE SPECIFICATIONS

Initial In-Orbit Mass * 716 kg (1575 Ib)

Moments of inertia
Ix = Iz
Ir

Solar Array Area

2,000 kg-m' (1475 slug-ft')
440 kg-m' (325 slug-ft')

20 m' (215 ft')

Useful In-Orbit Life 7 years (1979-1985)

Attitude Accuracy
Pitch/Roll 0.05°
Yaw 0.40°

Onboard Sensors
Earth Sensor pitch and roll

Sun Sensors

Stationkeeping Accuracy

pitch and part time yaw

N-S 0.1 °
E-W 0.05°

Attitude Control double-gimballed momentum wheel and dumping jets

'For an Atlas-Centaur launch with incorporated apogee kick motor

The N-S thruster selected for consideration is an electric device with
thrust vectoring capacity. Conventional high-thrust devices such as
hydrazine jets create significant misalignment torques. but short firing
intervals may permit easy measurement of torque because N-S corrections
may be made at times favorable to yaw measurement by sun sensors.
Torque effects are eliminated with attitude jets. Low-thrust devices intro-
duce unique torque estimation problems and correction techniques which

are discussed in detail for electric thrusters whose properties are listed in
Table 2. Selection of an engine of this size was based on duty cycle, satellite
mass, and perturbation considerations [1].

TABLE 2. NORTH-SOUTH THRUSTER PROPERTIES

Nominal Thrust Level 6.7 mN (1.5 mlb)

Orientation 30° cant angle away from pitch line into radial
direction

Nominal Duty Cycle 6 hours symmetrical about each node (25 percent
per engine when correcting)

Misalignment <5 cm (1.96 in.) in center of mass offset,

0.1 ° to 1.0° into E-W

Thrust Vectoring < 10° away from nominal direction

The use of a momentum wheel system for a vehicle of this size has not
previously been considered . Selection of the nominal wheel momentum
depends on steady-state yaw error magnitudes resulting from constant
disturbance torques and specified antenna pointing accuracy [3]. A dis-
cussion of nominal momentum will be presented in a later section.

Required data for ground-based measurements

To eliminate misalignment thrusts it is necessary to relate measurable
quantities to the thrust vector geometry. A unique description of this vec-
tor will require evaluation of four small unknown quantities plus the mag-
nitude of thrust. Two of these quantities are required to define "offset," i.e.,
displacement of the thrust vector from the center of gravity without mis-
alignment of the thrust orientation. The other two quantities define
"angular misalignment" and uniquely orient the thrust vector with respect
to the reference orientation.

Figure 2 illustrates the coordinates and nomenclature used to formulate
transformations relating thruster offset to torque components. Force per-
turbations which affect the orbit occur only when there is an angular mis-
alignment or attitude error. For this analysis it is assumed that attitude
errors are nominally zero in the case of an active control system. Figure 3
illustrates misalignment nomenclature. In summary, perturbing torques
have two distinct contributors: center of mass offset and angular
misalignment.
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Figure 2. Nomenclature for Thruster Offset

Initially , the thrust direction of each N-S engine relative to the vehicle

center of mass and axes is assumed to be unknown and arbitrary to within

Figure 3. Nomenclature for Thrust Vector Angular Misalignment

the specified error limits [center of mass offset of 5 cm (1.96 in.) and angular
error of 1°]. For this analysis only one N--S thruster must be considered. A
reference point, 0", on the thruster centerline is selected to locate the unit
on a spherical surface with a radius, 1, equal to 0.91 m (3.0 ft). The location
of this thruster is uniquely specified by AX" and AZ", which together satisfy
the offset limit

1"(OX°) z + (_Z") s < 5 ctn (1.96 in.)

Small variations in 1 will not significantly affect motion since they will cause
only "second-order" errors.

The sequence of transformations used to compute torques caused by
offset only is illustrated in Figure 2 and can be described as follows:

a. 30° rotation from body axes X,Y,Z to ideal thrust axes X,)",Z';
b. displacement of X',Y',Z' axes from the center of mass, 0, to

thruster-centered axes X, Y,Z'; and
c. displacement of the thrust vector from the ideal position 0' to

the offset position 0", which is the origin of the x',y',z' axes.

Since Fr' = F, the force components when there is no misalignment are



64 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 1, SPRING 1973

Fx = 0, FP = F cos 30°, and Fz = F sin 30°. An offset of this thruster

produces moment arms about the center of mass, 0, with magnitudes of

AZ" about the X axis and AX" about the Y and Z axes. (Movement of 0

will cause the same moments.) Thus, the torque components caused by

AX" and AZ" are
Tx = -FAZ" (la)

TY = -FAX" sin 30° (lb)

Tz = FAX" cos 30° . (lc)

In addition to these torques, angular misalignment of the thrust vector
produces a complete set of perturbing forces and torques. This misalign-
ment is most conveniently handled as shown in Figure 3, in which the y'
axis is the reference direction of the thrust vector. Two small angles, t and
^, uniquely orient this vector relative to its ideal direction, and the angle
A is the total angular misalignment of F. Thus, the limit on this misalign-
ment is expressed as A < 1°. Spherical trigonometry provides the relation-

ship between Enter angles t and i; and misalignment A:

cos A = cost cos ; .

The transformation from x,y,z to x',y',z' is easily accomplished with

an orthogonal matrix. Thus,

(cos (-sin t cos ) (sin 1 sin ;) 1 CF

C
F
F".^ (sin t) (cos t cos (-cos t sin F"
F, 0 (sin ;) (cos ) F

Since the components of F are F. = F, = 0, F = F,

F, sin l cos F
F 1 cost cos ;

CF='J sin i;

To calculate Fx,FY,Fz, the transformation of the force, F, from x',y',z'

to a set parallel to X,Y,Z must be made:

[Fz] = [

010 0 0 [F;

F cos 30° -sin 30°
in 30° cos 30° F-s

or
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Fx = -(sin t cos ) F (E-W component)
FY = (cos 30° cost cos - sin 30° sin F (N-S component)
FZ = (sin 30° cost cos + cos 30° sin ) F (radial component).

Since the maximum value of t or must be less than A, these angles are
very small and only first-order effects must be considered. Thus,

Fx -t
FY = Ccos 30° - sin 30°^ F (2)
Fz sin 30° + cos 30°

where t and are in radians. Perturbing torques caused by angular mis-
alignment are obtained from the set in equation (2) and the geometry of
Figure 2:

Tx -' Fli; (3a)

TY ^-' -Flt sin 30° (3b)

Tz Flt cos 30° (3c)

Combining offset and misalignment torques, equations (I) and (3), yields

T. = F(li; - AZ") (roll) (4)

Ty = -F sin 30° (It + AX") (pitch) (5)

Tz = F cos 30° (it + AX") (yaw) . (6)

Thrust vectoring can eliminate perturbing torques, while direct E-W
impulses will correct longitudinal drift rates and position errors. The
unknowns AX", AZ", t, and t must be determined from observed responses
during thrusting intervals . It is assumed that the thrust magnitude can be
accurately measured from telemetry . Thus, an E-W drift attributable to
N-S thrusting results from a force -tF plus the orbital coupling effect of
F. Subtracting the anticipated longitudinal displacement caused by Fz
yields the value of t, as discussed in the next section.

The yaw torque caused by the offset and misalignment expressed in
equation (6) is of particular interest because yaw errors cannot always be
measured if no direct yaw sensing is used . However, only two unknowns
(t, AX") are required to obtain a first -order estimation of T. Momentum
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wheel stiffness will limit second-order effects to the specified accuracy. The
value of c may be obtained from observations of E-W motion, while AX"

may then be obtained from observations of pitch errors and from equa-

tion (5). Adjustment of the angle; will eliminate AX" effects and possibly

increase E-W drift. Hence, it is necessary to determine only the sensitivity
of this motion to f. This is also discussed in the next section.

A unique set of values for ^ and AZ" seems to be very difficult to obtain
because N-S and radial motions are relatively insensitive to small thrust
component errors. Fortunately, determination of these two quantities is
not critical, since they result in directly observable and correctable motions.
In the worst case, attitude jets may be directly employed to control roll
motion. However, a few attempts at varying ; (and thus controlling AZ")

should quickly improve the situation.

Effects of misalignment on E-W drift

Since Fx = - fF, the value of g may be obtained through observations
of E-W drift. The relationship between f and longitudinal drift can be
derived by using the equations for in-plane relative motion [1]. In the

notation of Figure 4, these become

P. - two Pt - Swop, = P, +J,

Pt +2wOP,=Pt +ft

where p„pt and f„ft are perturbative and thrust acceleration components,

respectively. Since a 30° cant angle is assumed,

I
2F

ft n ax = F sin 1 ° = (0.0175) F

where F is the magnitude of N-S thruster acceleration on the vehicle. For

constant values of f„ f, p„ and pt, the particular solution which satisfies

both direct E-W effects and drift resulting from the radial component of

thrust is

P,(t) _
(p, + fr) + 2(Pt +ft) t

wo coo

3 2
(p, + f) tPI(t) = - 2 (Pt + ft) t2 - coo

ELECTRIC THRUSTER MISALIGNMENT

Figure 4. Nomenclature for Longitudinal Drift Analysis

The effect of positive (p, + f,) on longitude is a constant backward drift
in p, of magnitude (2/wo) (p, + f,). Acceleration caused by (pt + ft) would
cause a parabolic in-plane drift as described in Reference 1.

Consider the case of interest:

F = 9.34 X 10-6 m/s2 (3.06 X 10-5 ft/s2) for 6.7 mN

^f [max = 0.163 X 10-6 m/s? (0.053 X 10-5 ft/S2) max misalignment

f, = 4.67 X 10-6 m/s2 (1.53 X 10-6 ft/s2)

wo = 7.28 X 10-5 rad/s

Since misalignment effects can be superimposed on normally perturbed
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motion, perturbations p, and pt can be treated separately. If initial con-

ditions are all zero, the in-plane motion caused by this thruster is

PrF = o+ W OI t

3 2
Ptp = - Zft2 - soft

However, misalignment effects on radial motion do not exceed the order
of thrust magnitude uncertainty. Longitudinal motion is most sensitive to
thrust misalignment, and observations of E-W drift can yield values of

In this case,

P" = - 0.244 X 10-s to - 0.128 1

where pt, is in meters when (is in seconds. After a 6-hour thrusting interval,

P. (6hr) _ -114 m - 2770 m = -2884 m (-9461.9 ft)

Therefore, the effect of misalignment on E-W motion is about four per-
cent of that caused by the radial component of N-S thrust, and misalign-
ment produces a maximum longitudinal error of 1.8° X 101. Present
technology will permit a minimum measurement of 5° X 10_2 based on
observations obtained from ground-based equipment, and only after sev-
eral orbital periods. Hence, it appears that ground-based techniques do
not provide sufficiently sensitive or fast measurements for thrust misalign-

ment evaluations.

Onboard estimation and automatic correction

Before automatic correction schemes are considered, the uncontrolled
response of the spacecraft to the steady outside torque of an N-S thruster
should be determined. This may provide some insight into momentum
wheel sizing and backup modes in case of gimbal actuator failure. Of
course, uncontrolled pitching motion results in pitch angle acceleration,
which can be corrected with direct reaction jet applications. The linearized
roll/yaw equations in the case of a fixed actuator (uncontrolled roll/yaw)

are [4]

Tx = Ix^ + W0HN4 + HNW

TZ = IZI' + WOHN\I' - HN¢
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where HN = nominal wheel momentum

Tx, TZ = external roll and yaw disturbance
torques, respectively.

If it is assumed that initial conditions are all zero, Laplace transforms
may be used to solve these equations for the yaw response:

TX(S) HNS + TZ(S) (IXS2 WOHN)

/xi'S4 + [H1 + WOHN(IX + IZ)] s2 + w0HN

It should be noted at this point that steady-state values of '(t) cannot
be obtained because yaw motion is oscillatory and without natural damp-
ing. Therefore, the Final Value Theorem cannot be applied. The yaw
response to a step input about the Z-axis is obtained by setting Tx = 0
and Tz(s) = TZ/s and noting that Ix = Iz in this case. Then,

Tz I T,[ H
G(t) = WORN (I - cos wut) + HNZ L 1 - cos (Ix) tJ

This solution represents two separate phenomena. The first periodic term
is associated with roll coupling into yaw at the orbital rate, wO, while the
second represents the precessional effect caused by the momentum wheel.
This latter motion is a short-period oscillation whose frequency and mag-
nitude depend on the value of the nominal momentum, HN. For example,
if HN = 138 N-m-s (100 lb-ft-s), since the maximum torque caused by an
offset of 5 cm (1.96 in.) and an angular misalignment of 1° is TZ = 3.8
X 10-1 N•m (2.8 X 10-1 ft-lb), then' becomes

V,(t) = 2.2(1 - cos wot) + 2.36 X 10-' (1 - cos 0.0678 t)

in degrees. Thus, the short-period oscillation produces a very small yaw
error, while orbit rate coupling results in a maximum allowable yaw error
(0.4°) in two hours and 21 minutes. To passively control this maximum
N-S thruster torque, HN must be at least 1,520 N m-s (1,100 lb-ft-s).

With an active control system in operation, the amplitude of the yaw
error will differ from that obtained in the previous equation because arti-
ficial damping can be provided through the selection of an actuator control
law. Thus, a steady-state yaw error whose magnitude is a function of the
bias momentum, HN, will result. This error can be determined by con-
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sidering the linearized roll/yaw equations and selected control laws. These

equations are written with actuator inputs as

Tx = Ixo + wIHxm + Hxtf + Hx - woHz

Tz = /z¢ + woH , - Hxc5 + Hz + woHx

where it has been assumed that

H, >> max [Ixwo, /vwo, Izwo]

to ensure that the yaw rate is coupled into the roll output. The selected

roll and yaw control moment laws are

Mx, = Hx - woHz = KT( P' KK - woH,vm

Mz. = Hz + woHx - HNm _ -kK(r¢ + 0)

where K = roll autopilot gain

k = yaw-to-roll gain ratio

r = roll time constant.

It is assumed that the horizon sensor output provides exact values of m
and that a pseudorate modulator generates exact values of 3. The roll/yaw

equations then become

Tx=1x¢'+HN>P+KTO+KK

Tz = Iz^ + woHN +# - kK(r0* + 0)

In the Laplace transform notation , these are written as follows:

C/xs2 + K(rs + 1) HNs Tx(,,) (7)

-kK(rs + 1) /zs2 + woHx L T J [Tz(s)

This partially factored characteristic equation is approximated by

(Ixs2 + Krs + K) (Izs2 + kHxs + woHN) = 0

provided that
KrIz >> kHNIx (8)
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The associated natural frequencies and damping ratios are

W2 =

(9a)

(9b)

(9c)

(9d)

where w, and tI are related to roll dynamics, while w2 and ,12 correspond to
yaw error correction sequences.

Solving equation (7) for the yaw response yields

kK(rs + 1) Tx + [Lxs2 + K(rs + 1)] Tz

(Ixs2 + Krs + K) 2 + kHNS + woHx)
(10)

The steady -state yaw error, k,,, resulting from constant roll and yaw
torques is obtained by applying the Final Value Theorem to equation (10):

kTx + Tz

3R = woHN

To estimate the time required to reach steady-state yaw, some numerical
values must be assumed. To avoid "overshoot" of the response, critical
damping is assumed. Values of HN and K are selected through considera-
tion of steady-state errors and hardware properties. Thus,

1'I =r2 = 1.0

HN = 276 N • m-s (200 lb-ft-s)

K = 4.5 N • m/rad (3.33 lb-ft/rad)

Equation (9) then yields

k = 0.0464

r=42s

wI = 0.0476 rad/s

wy = 3.14 X 10-' rad/s
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These values satisfy equation (8). Thus, yaw exponentially approaches its
steady-state error within the first hour of N-S thrusting.

Since the value of K is only about 0.05, the criterion for bias momentum

selection becomes

HN > T, = 743 N • m-s (550 lb-ft-s)
W o'n, ^x

for the maximum torque caused by N-S thrusting. Of course, for a given

value of HN, the steady-state yaw error will be

11, =
T,

wOHN

If the wheel is,sized according to a solar torque of magnitude T,I = 5

X 10-5 N m (3.7 X 10-5 lb-ft), then

HN > 98.0 N • m-s (72.5 lb-ft-s)

For HN = 276 N-m-s (200 lb - ft-s), the corresponding steady - state yaw

offset can be as much as 1.1°. Thus, it is essential to determine torque
components as quickly as possible after each initiation of N -S thrusting.

Onboard estimation of roll and yaw torque components is possible be-
cause of coupling phenomena in the attitude control system [4]. The num-

ber of actuator command pulses required for the orbit rate interchange of
roll and yaw momentum (assuming orbit rate decoupling) can be sub-

tracted from the total number of pulses; those in excess yield a measure of
the roll gimbal response caused by external torques. At about five minutes

(l/w,) after initiation of thrusting , the roll actuator reaches a maximum
sensitivity to yaw torque and is insensitive to roll torque if perturbing

moments of the N-S thruster are constant . Thus, an estimate of yaw un-

balanced torque can be obtained by counting the number of roll gimbal
actuator pulses occurring in a fixed time interval around the 5-minute

point . Since roll actuator sensitivity is reversed beyond the 25-minute

(5/w2) point, the roll component of torque can be estimated by using the

same technique . This method claims to provide thrust vector correction to

within about 0.5 em (0.2 in.) of the center of mass by simply varying the
misalignment angles ] ands according to the roll actuator output.

ELECTRIC THRUSTER MISALIGNMENT 73

Con elusions

The following basic conclusions regarding the feasibility of ground-based
and onboard estimation and control of N-S thruster torque effects are
based upon assumptions and analyses presented in this paper:

a. Ground-based observations of E-W drift can yield the yaw com-
ponent of N-S thruster torque. However, the time required to obtain
accurate data is excessive, thus rendering this technique impractical.

b. Onboard estimation of N-S thruster torques is possible because
of coupling phenomena in the attitude control system. This technique
is practical because the time to make observations is shorter than the
time of yaw error buildup. This scheme also assumes that torques do
not change during observation intervals.

e. The inherent stiffness of the spacecraft depends on the nominal
momentum of the wheel, HN. A large value of HN is very desirable for
both controlled and gimbal-fixed operations.

d. Excessive E-W drift caused by N-S thruster misalignment is
most easily and effectively controlled with longitudinal stationkeeping
thrusters. Such drifts may be induced as a byproduct of thrust vector-
ing to eliminate misalignments or generate attitude control torques.

In summary, it appears that estimation and correction of torques caused
by N-S thrusting are possible and practical even without direct yaw sens-
ing. Further analyses and development of such schemes should, however,
await a comprehensive investigation of the overall vehicle control system.
This should include realistic selections of thruster sizes and locations based
on consideration of both attitude control operations and stationkeeping
strategies.
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Investigations of the Intelsat IV
bearing and power transfer assembly

C. J. PENTLICKI

Abstract

The bearing and power transfer assembly (BAPTA) on the INTELSAT Iv space-
craft is a functional element of the structure, the power distribution system, and
the telemetry and attitude control systems. It despins the communications an-
tenna system so that the antennas are continuously earth oriented. Its reliable
performance is crucial to the spacecraft mission.

Orbital experience with the BAPTA on the first INTELSAT Iv, particularly the
anomalous platform pointing error and the means by which the error source was
identified, is described. The results of the experimental program undertaken to
explain the causative phenomenon, bearing retainer instability, are discussed,
and means of moderating the retainer's propensity for instability are suggested.

Introduction

INTELSAT Iv is generically a dual-spin spacecraft. A large part of the
spacecraft mass spins at approximately 50 rpm, thus developing angular
momentum that stabilizes the attitude of the spacecraft. A means of con-
tinuously pointing the antennas at the earth while the rest of the spacecraft

This paper is based upon work performed at COMSAT Laboratories under
the sponsorship of the International Telecommunications Satellite Organiza-
tion (INTELSAT). Views expressed in this paper are not necessarily those of
INTELSAT.

75
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rotates has been devised and demonstrated. This technique requires a
device to service the interface between the spinning body and the earth
pointing antenna system. This rotary interface is the bearing and power

transfer assembly (BAPTA) on INTELSAT IV.
The BAPTA is a functional part of several systems. As a part of the con-

trol system, it accurately points the antenna platform toward the earth by
counterspinning it at a rate identical to that of the drum. In addition, since
the electric power generation and storage system is located on the spinning
drum, while the primary power consumers are located on the other side of
the rotating interface on a despun platform, the BAPTA transfers power
across the interface by using slip rings from the drum to the platform.
Signals, including telemetry and command, must also cross this interface
by rotary transformer because all communications equipment is located on
the despun platform, while sensors, telemetry data sources, and command-
able elements are located on the spinning drum. Finally, the BAPTA is a
series element in the spacecraft structure and is required to accept the
launch and orbital loads of the entire despun section.

Relevant design features of the BAPTA are shown in Figure 1; a de-
tailed discussion of the various elements of the BAPTA can be found in
Reference 1. This paper is primarily concerned with the anomalous flight
performance of the BAPTA as a part of the control system.

Figure 1. INTELSAT iv BAPTA Configuration

Platform pointing

The BAPTA, as a functional element of the attitude control system,
points the despun platform and antenna farm toward the earth by adjusting
the rate of platform counterspin. The earth reference with which the plat-
form reference is compared may be derived from several sources including

the spacecraft earth sensors. The BAPTA uses a brushless DC motor with
a rate pulse generator and a resolver in conjunction with the despin control
electronics (DCE) to accomplish this function.

The BAPTA's maximum deliverable torque at 50 rpm is about 1.74 N- in
(250 oz-in). The average BAPTA running torque, which consists prin-
cipally of bearing running torque and a small amount of torque from the
slip rings, is on the order of 0.134 N-m (19 oz-in); hence, there is a 13 to 1
torque margin. Although such torque margins define the tolerance of the
device to slowly increasing torque requirements, such as those aris-

ing from bearing wear, they do not characterize its response to rapid torque
variations such as bearing torque noise.

Despun platform errors induced by torque noise can be evaluated only
by studying the servoloop response and the effects of platform inertia.
(The BAPTA's response is shown in Figure 30 of Reference 2.) A rate pulse
generator, consisting of two permanent magnets mounted 180° apart on
the BAPTA shaft and two coils placed on the housing, produces a voltage
from which the housing position and rotation rate are derived. The actual
platform direction is compared with the required direction, and appro-
priate motor torque commands are generated in the DCE so that the plat-
form rate can be adjusted to reduce the error. A complete discussion of the
DCE is also included in Reference 2.

Bearing and lubricant

The BAPTA has a design life requirement of seven years at approxi-
mately 51 rpm, or 1.9 X 108 revolutions. The bearing performance is criti-
cal to the BAPTA lifetime. The type of bearing application necessary for
despun antennas is unusual in that a large-bore bearing with a high load
capacity is operated at very low loads and must have low torque and torque
noise for the mission life. In addition, the bearing operates in a vacuum
with a limited supply of a special liquid lubricant.

The bearing system operates with a thin oil film on the order of
0.1 um between balls and raceway. This lubricant film is sufficient to
separate the metal parts under actual load conditions. The adequacy of the
film can be expressed in terms of the ratio of the film thickness to the height
of surface roughness of the balls and races. Low surface distress will occur
when the metal asperities are separated by thick films. However, as the
ratio of film thickness to asperity height approaches unity, surface distress
may increase; as it nears zero, gross wear may be encountered.

Under thin film conditions, the high-pressure additive in the lubricant
becomes important. The thickness of the lubricant film is determined by
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bearing geometry, speed of the rolling elements, and viscosity of the lubri-
cant. The BAPTA bearings operate at 51 rpm with a film ratio on the order
of 1.6 on the inner raceway at 90°. The bearing surface finish is closely con-
trolled so that a finish in the region of 0.05 0.07 µm is achieved. The
finish permits adequate film protection at the BAPTA operating speeds
and temperatures. (A 1-year life test conducted on a BAPTA showed no
discernible bearing wear.) The orbital bearing loads are primarily caused
by the preload (about 27 kg or 59.4lb); thus, the fatigue life of the BAPTA
bearing far exceeds the mission requirements.

An accelerometer mounted on the shaft very near the inner race of the
upper bearing provides information which is telemetered to the ground for
analysis. This accelerometer provides prelaunch BAPTA quality control,
and it also permits monitoring of the BAPTA in orbit. In addition, data
from four temperature sensors and one motor current sensor serve as

indicators of BAPTA operation.

Flight experience

In the first INTELSAT Iv, launched on January 25, 1971, the BAPTA
performed perfectly. Motor current, platform pointing error, and BAPTA
accelerometer noise were all as expected. The spin rate was 51 rpm.

However, during the first eclipse in March, the platform pointing error
increased. For several reasons, the BAPTA was one of the suspected
sources. First, transient torque increases of about 40 percent would be
consistent with the pointing error experienced. Second, if the BAPTA
temperature is not restricted by using heaters, it will vary significantly
during eclipse, and it was determined that the peak pointing error appeared

to vary inversely with temperature.
The use of heater elements mounted on the BAPTA made it possible

to derive the temperature,/error correlation shown in Figure 2. Tele-
metered accelerometer data from the flight unit were acquired by the And-
over, Maine, earth station and analyzed at COMSAT Laboratories.
These data showed intermittent periods of increased noise activity. The
occurrence of the noise appeared to be consistent with the occurrence of
the pointing anomalies. A real-time analysis performed shortly there-
after confirmed that the increased noise activity began just prior to in-
creased pointing error. The most active region of the accelerometer
frequency spectrum during pointing error increases was found to be
centered near 800 Hz. Figure 3 shows the amplitude of the 800-Hz content
of the accelerometer noise and the pointing error. This phenomenon was
called "groan," which is generally an apt description of the sound.

25
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Figure 2. Peak Platform Deviation vs Temperature

ACCELEROMETER ACTIVITY AT 800 Hz

Figure 3. 800-Hz Accelerometer Noise Platform Pointing Deviation
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Test program

A test program intended to identify the noise source in the BAPTA and
its relationship to torque increases which were consistent with pointing
errors in the flight model was set up. The laboratory BAPTA operated
normally throughout its nominal speed range of 60 rpm f 15, but during
one test up to 90 rpm, a noise was heard and the speed dropped off. The
BAPTA was being run with constant motor current; hence the speed
decrease was caused by a torque increase. As the speed decreased, the
noise stopped (at about 65 rpm), whereupon the speed increased until
noise developed; the cycle then repeated in a continuous fashion.

Figure 4 illustrates the speed and torque characteristic. Note the bi-
valued torque characteristics at speeds within the range from 65 to 90
rpm; the particular speed at which these characteristics occur is determined
by the presence or absence of pre-existing groan. Listening comparisons
with the noise from the flight unit BAPTA supported the contention that
the laboratory BAPTA was experiencing the same problem experienced
by the flight system. Although the noise spectra of each device did not
agree precisely, the discrepancies were attributed to differences in the
accelerometer mountings. The flight unit was most active around 800 Hz,
while the laboratory unit's noise activity occurred between 250 and 400
Hz. These differences can be attributed to various structural resonances
excited by the source of the torque anomalies. Hence, they do not represent
a fundamental characteristic of the source itself.

During simultaneous tests conducted on a BAPTA bearing, it was
found that, at certain operating speeds, a noise was produced whose
characteristics were similar to those of the BAPTA's noise. The noise
output coincided with a bearing torque increase. The value of this torque
increase was consistent with that attributed to the laboratory BAPTA and
the flight unit during groan. This torque increase was accompanied by
large amplitude motions of the ball riding retainer.

Temperature chamber tests of the laboratory BAPTA and the individual
bearing showed that the speed threshold for the occurrence of groan
varied with temperature, thus implicating the lubricant and furthering

the correlation with flight experience.
The retainer motions were reminiscent of the gyro bearing instabilities

reported by Kingsbury [3] at much higher speeds. To define the retainer
motions, the test bearing's retainer was equipped with a thin aluminum

ring that would permit proximeters to discern displacements of the re-
tainer. The test arrangement is shown in Figure 5. At very low speeds,
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Figure 4. Characteristics of Laboratory BAPTA
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the motions showed low-frequency characteristics and were attributed
to "walking" of the retainer on the balls. As the speed increased, a rela-
tively pure high-frequency motion developed, but there was no discernible
acoustic output or significant torque increase. At even higher speeds, the
retainer "broke" into high-frequency oscillations coupled with a step
torque increase and audible noise. This latter condition, identified as
groan, is clearly preceded by an abnormal retainer motion that was called

"wobble."
The retainer's gross motion has superimposed upon it a reverse coning

motion. Figure 6 shows data describing the three states of the retainer as
they affect torque and retainer displacement. Since the principal frequency
components of the retainer's motion during groan were predominant in
the bearing torque noise, it became clear that the retainer movement was

responsible for the torque increase.

ALUMINUM RING PROXIMETER

TORQUE SPRING
DAMPER

READING PROXIMETER

RADIAL PROXIMETER

(TYPICAL 4 PLACES ) ALUMINUM RING

AXIAL PROXIMETER ( TYPICAL 4 PLACES)

RETAINER

Figure 5. Bearing Test Setup
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RETAINER MOTION ( RADIAL PROXIMETER)

TIME

Figure 6. Wobble, Groan, and Stable Conditions

Factors influencing retainer stability

It should be noted that retainer instability was not easily reproduced.
Relatively large numbers of flight bearings underwent acceptance tests
during which no retainer instability was reported, and several flight re-
tainers were laboratory tested without evidence of instability. This phe-
nomenon, which obviously required some special conditions, apparently
resulted from a combination of several factors.

The lubricant viscosity was an important factor because a small increase

in temperature ('6°C or X10°F) resulted in a reduction of the groan.

Other tests showed that copious quantities of lubricant inhibited groan,

while sparse amounts increased instability. Operating speed was also found

to be a significant parameter; below a certain speed threshold, instability

did not occur, and above that threshold, the amount of time during

which the retainer was unstable increased with speed. Small manufacturing

differences in the geometry of the retainer were possibly influential in

producing the large differences in performance encountered with various

retainers. Moreover, running time was apparently relevant because

INTELSAT IV F-2 operated uneventfully for several weeks before the in-

stability developed. The retainer was of course being driven by the friction

force developed at the ball/pocket interface, and all of these factors affected

that friction force. The use of much greater amounts of lubricant than were

present in the flight system appeared to provide sufficient viscous damping
to inhibit instability.
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Adjustable retainer tests

The manufacturing drawing showed tolerances in the geometry of the
retainer that could conceivably affect performance. A series of phenolic
retainers, manufactured with controlled variations in geometry, was in-
tended to reproduce the instability and thereby identify the principal
contributor. Yet this approach was not conclusive, since no retainer de-
veloped sufficient instability to be considered a reliable indicator. Reference
3 indicates that symmetrical perfection in retainer geometry may induce
instability; therefore, it was decided to use an "adjustable" retainer, which
would permit better control over the geometry and make study of the
problem easier. Figure 7 is a drawing of the actual retainer, while Figure 8
is a photograph of the adjustable retainer. The phenolic ball pockets are
mounted in a threaded carrier that allows the over-the-ball dimension to
be established at will. The basic retainer structure is magnesium and its
total weight is slightly more than that of the original phenolic retainer.

Tests to evaluate the effect of a single retainer geometry parameter were
undertaken. As shown in Figure7, the only dimension varied was the over-
the-ball dimension, which was varied within the tolerance permitted by the
manufacturing drawing. This dimension was expected to be the most in-
fluential item, and it also incorporated the effect of the ball pocket cone
angle on retainer clearance. The retainer configurations were all symmetri-
cal; i.e., the pockets for the eight ball pairs were adjusted so that variation
in over-the-ball dimensions would not exceed 2.54 X 10 ' m (0.001 in.).

The performance of each retainer configuration at 50, 100, and 250 rpm
was observed by recording histograms of the bearing torque and the fre-
quency of retainer movement. Speed was used as a variable because past
experience had shown that a retainer which is apparently stable at a
particular speed can become unstable at a higher speed. Although several

tests of symmetrical retainers were conducted to survey the clearance band,

only three examples will be reported here. For these examples, the three

geometrical conditions were maximum, minimum, and intermediate

clearance, as permitted by the manufacturing drawing.
The retainer with the maximum clearance showed the lowest torque of

those tested, i.e., less than 1.4 X 10-1 N-m (2 oz-in) at 50 rpm. The
frequency of the motions exhibited infrequent excursions to 50 Hz at 250

rpm. This geometry qualifies as stable. As the retainer's clearance was re-

duced (over-the-ball dimensions increased), the motion of the retainer de-

veloped the characteristic -50-Hz wobble frequency. For the retainer
having an intermediate clearance, there was significant groan at 50 rpm,

122.53
122.03

23.01
22.86

BEARING INSTABILITY INVESTIGATION

SECTION A - A
8 PLACES

DIMENSIONS IN MILLIMETERS

15.08-DIA.
REFERENCE BALL

Figure 7. Flight Retainer

and the percentage of time during which the retainer was unstable in-
creased with increasing speed. At 250 rpm, the bearing torque varied from

4 X 10-2 to 10.6 X 10-2 N - m (5.6-15 oz-in), and the frequency of the
retainer motions reached 120 Hz.

The retainer with the minimum clearance resulted in high bearing torque
(4.6 X 10_2 N-m or 6.5 oz-in at 50 rpm) but with so little clearance that
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100 RPM

STABLE

I

UNSTABLE

250 RPM

Figure 8. Adjustable Retainer

the retainer was stable at 50 rpm; in fact, the frequency of the motion
never exceeded 18 Hz. Only at 250 rpm did groan develop . Therefore,

although this retainer is stable, it requires substantial driving torque,
resulting in the possibility of excessive ball pocket wear . The tests showed

that the propensity to groan was dependent upon the retainer clearance.
These retainers were, in practical terms, perfectly symmetrical and there-
fore did not simulate the greater geometrical imperfections occurring in

flight models.
The effect of variations in the clearance of ball pairs in the retainer was

also evaluated so that the dimensional scatter encountered in flight re-
tainers could be modeled more representatively . The baseline dimensions

used were those of the retainer with the maximum clearance , but the clear-

ance for two ball pairs, 90° apart , was reduced by 7.5 X 10-5 m (0.003 in.).

This clearance reduction is approximately one-third of the way toward the
minimum clearance.

It should be recalled that the retainer with the maximum clearance is
stable, but when it undergoes clearance reduction in two ball pairs, it be-
comes bistable; that is, it may show stable and unstable states while operat-
ing at the same speed. At 50 rpm this retainer was stable , but at 100 rpm

two states were possible , as shown in Figure 9.
This performance is reminiscent of the laboratory BAPTA's bistable

states shown in Figure 4 . This retainer has stable and unstable states at
100 rpm, but at 250 rpm it demonstrates different states of instability that

UNSTABLE
STATE NOT

I

8
0

2 n
i t I I

10 30 50 70 90

BEARING TORQUE
(% OF FULL SCALE

FULL SCALE = 0.106 N . ml

Figure 9. Bistable Retainer

RETAINER
FREQUENCY (Hzl

differ markedly in character. The principal torque value is lower for the
unstable operating condition than for the stable condition, but the spread
between minimum and maximum torques is larger.

To validate the results of the testing performed with the adjustable re-
tainer, it was considered prudent to manufacture a phenolic retainer that
would groan. The dimensions for this retainer were predicated upon the
test data, and tolerances were very carefully controlled in manufacture.
The retainer was unstable at and above 50 rpm.

I I

25 50 75 100 125 150
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Conclusion

Some of the early flight experience with the first INTELSAT Iv BAPTA
has been described, and the highlights of a test program that identified the
source of a torque anomaly in the unit have been presented. This torque
anomaly was caused by a bearing retainer instability. The degree of in-
stability is affected by lubricant viscosity, lubricant quantity, and bearing
speed. It has been demonstrated that the occurrence of retainer instability
is strongly dependent upon the clearance that is available for retainer
motion. The divergence in the degree of stability experienced with various
retainers is primarily attributable to variations in the geometrical symmetry
and clearance of the retainers. The laboratory data have provided some
guidance for the manufacture of retainers having little propensity toward

instability.
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Time-domain analysis of
intermodulation effects
caused by nonlinear amplifiers

J. C. FUENZALIDA, O. SHIMBO, AND W. L. COOK

Abstract

Nonlinear amplifiers are widely used in microwave radio communications. If
the input signal to such a device exhibits a time-varying envelope, then the
output signal is distorted. This situation arises in communications satellites

when a number of angle-modulated carriers share a common nonlinear amplifier
so that the output contains intermodulation products in addition to the carriers.

This paper uses a time-domain analysis to express the baseband distortion
caused by intermodulation in angle-modulated carriers. The combined effects
of amplitude nonlinearity and AM-PM conversion are considered, and the par-
ticular case of an input consisting of angle-modulated carriers and a band of
Gaussian noise is treated in detail.

The physical interpretation of the analytical results and the computational
method used to implement these results are described. The computational method
is the basis for a flexible, user-oriented computer program which provides con-
siderable generality while minimizing computational requirements. The com-
puter program is used to investigate several problems of practical interest for
which analytical results have been previously unobtainable.

This paper is based upon work performed at COMSAT Laboratories under
the sponsorship of the International Telecommunications Satellite Organiza-
tion (INTELSAT). Views expressed in this paper are not necessarily those of
INTELSAT.
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In It odu tion

When a nonlinear amplifier is used simultaneously by a number of
carriers, intermodulation products are generated which cause distortion
in the signals. Many studies dealing with calculation of the levels of inter-
modulation products at the output of the amplifier have been reported
[l]-[6]; the most complete to date is the general analysis by Shimbo [5].
Chitre and Fuenzalida [7] have shown that the baseband distortion caused
by such intermodulation products cannot always be calculated from the
power spectral density of the signal at the output. The analysis of Refer-
ence 5 has therefore been extended to permit the evaluation of baseband
distortion in the time-domain representation.

This paper presents a unified theory which combines the effects of
amplitude nonlinearity and AM/PM conversion for the memoryless case.
The analysis is performed initially for an input consisting of arbitrary
bandpass signals. The general expressions are then applied to obtain both
the RF and the angle-demodulated power spectra for an input consisting
of a band of Gaussian noise in addition to multiple angle-modulated
carriers.

The steps in the analytical derivation may be summarized as follows.
First, the nonlinearity is modeled. Then, an analysis is performed to obtain
a time-domain representation of the output of the nonlinear device, as
well as general expressions for the power spectrum of the angle-demodu-
lated output. It is shown that the expression for the output power spec-
trum reported in Reference 5 can be derived from these results.

The theoretical development is followed by a description of a computer
program, based on these results, which has been found to be a useful tool
in the determination of intermodulation spectra and baseband distortion
in multicarrier systems. The design objectives of the program are discussed,
with emphasis on the important computational techniques. Results of the
calculations are then given for several interesting problems for which a
rigorous solution was not previously available.

Modeling and Analysis

The essential features of the model used in the analysis and the important
results generated by the analysis are summarized in the following sub-
sections. Detailed mathematical derivations of the time-domain repre-
sentation of the output of a nonlinear device and the resulting baseband
and RF power spectra are included in Appendix A.
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The nonlinear device is characterized in terms of the input and output
envelopes, following the mathematical model of Reference 5. Two non-
linear functions are necessary to completely describe the properties of
such a nonlinearity: the nonlinear amplitude and phase functions. For an
input consisting of a single unmodulated carrier, the output of the non-
linear amplifier contains the fundamental frequency as well as higher
harmonics. The laboratory measurements necessary to characterize the
nonlinearity involve only the fundamental component. Therefore, the
envelope characterization is ideally suited for the purposes of this analysis
and physically more meaningful than instantaneous voltage characteriza-
tions.

Assume that the general representation of the input bandpass signal is

e,;(t) = Re ( V(t) exp (jwot)}

= Re {p(t) exp [iw„t + j0(t)]} (1)

where V(t) = p(t) exp [10(t)]

p(t) = amplitude of V(t)

0(t) = angle of V(t)

W„ = midband angular frequency.

The fundamental signal output in a single -carrier test can be represented
by

e,,(t) = Re {g (A) exp [jw„t + if(A)l} (2)

for the cosine wave input Re {A exp [jw„t]}, where g(A) and f(A) are the
output amplitude and phase functions , respectively . It is assumed that
g(A) and f(A) are independent of frequency.* Therefore , the bandpass
output caused by an arbitrary bandpass input signal [as given in equation
(0] can be represented by

e,(t) = Re[g {p (t)} exp {jw.t +jf[p(t)]+j0(t)I]

*This case is sometimes referred to as "memoryless."

(3)
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The output can also be written in terms of a complex envelope gain

function:

e^(t) = Re {G[p(t)] V(t) exp [jw„t]}

where G [p (t)] = g[p(t)] exp { jf[p(t)]}
p(t)

(4)

In this paper a bandpass envelope characterization of the nonlinear
device is used since the functions g(p) and f(p) can be directly measured in

the laboratory. The instantaneous voltage transfer function (including all
harmonics) cannot be uniquely defined on the basis of envelope measure-
ments. However, this transfer function is related to the equivalent band-
pass envelope transfer function by a Chebychev transformation [8]. In
the absence of AM; PM conversion, Chebychev transformation of the
real transfer function g(p) is required; otherwise the bandpass envelope
transfer function is complex. The real and imaginary components can be
transformed separately, resulting in two instantaneous voltage transfer
functions in quadrature, as reported in Reference 6.

Time-domain output of the nonlinear device

INPUT CONSISTING OF NARROWBAND BANDPASS SIGNALS

Consider the case in which the input to the nonlinear device is formed
by the sum of m narrowband bandpass signals (as defined in Reference 9):

e;(t) = Re E A1(t) exp Uwot + j01(t)]
1=

= Re {p(t) exp []wot + jO(t)]}

If the bandpass output is represented by

(5)

ea(t) = Re [g{p (t)} eXp {jwj +j0(t) +jf [p(t)]}J (6)

it is shown in Appendix A [equation (A10)] that ea( t) can also be ex-

pressed as

( ^L^̀ r
^ea(t) = Re {exp Uwat]

kykx._..km
= exp Lj

m

k161(t)
_ 1-1l (k,}ka}...}km=1)

. M(k,, ka, • •, k,,,)} (7)
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The condition [II=I k, = 1 is a consequence of the bandpass representa-
tion of the output. The complex amplitude M(k1, k2, ..., km), which can
be expressed as [equation (A12)]

M(k1, kx, ..., km)

= JB' y { lfJ 3k1 [Al(t) w]} d7 f pg (p) exp [.if(p)] JI(yp) dp (8)

can be calculated for a number of series expansions of g(p) exp [jf(p)], as
described in Reference 5. The Bessel function expansion

L

g(p) exp Uf(p)] _ E b„JI(asp)
s=I

(9)

where b, are complex coefficients, leads to a particularly simple result.
Berman and Podraczky [3] used a Fourier series expansion with real

coefficients of the instantaneous voltage transfer function. The corre-
sponding single-carrier bandpass output is given by a Bessel function series.
More recently Kaye et al. have introduced complex coefficients to account
for the effects of AM/PM conversion. Then, as shown in Appendix A,
introducing equation (9) into equation (8) yields

L m

M(k1, k9, ..., km) _ L be II Jkl [asA1(t)]
s= l 1=1

(10)

In the particular case of an input consisting solely of angle-modulated
carriers, the bandpass output of the nonlinearity is also formed solely by
angle-modulated signals. Each component (carriers as well as intermodula-
tion products) is described by a set of integers k1, kE, ..., km. The ampli-
tude (which is constant) is M(kl, k, ..., km), and its angle modulation is
given by L1=1 klel(t).

In the general case of an input consisting of narrowband bandpass
signals, M(kl, kz, ..., km) is a function of time. Consequently, the set of
integers kl is no longer sufficient to describe the intermodulation products.
In the next subsection the case of an input consisting of angle-modulated
signals and a band of noise is analyzed , and it is shown that an additional
parameter is required to account for the effects of the amplitude varia-
tions of the noise signals.
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INPUT CONSISTING OF ANGLE-MODULATED CARRIERS AND NOISE

Consider the case of m - I angle-modulated carriers plus noise. The

input to the nonlinear device is

e,(t) = Re L AI exp [jw,,t +jol(t)] + [N,(t) + jN,(t)]

• exp [jw„t + jwmtll

= Re L AI exp [jwot + jol(t)]
/= 1

+ A,,,(t) exp [jw0t + jom(t)]I
- 1where 01(t) = wit + 01(t) + XI, l = 1, 2, ..., in

om(t) = wt + tan-' N"(t)
Na(t)

AI = constant, I = 1, 2, ..., m - I

Am(t) = -,/No(t) + N2(t)

The output ,.eo(t), is therefore given by

m-I

eo(t) = Re exp [jwnt] exp Cj klol(t)
ki,k,....,k=m 1=1

(k,+k,+ .. . +k,.. =1)

(12)

• M(k1, k2, .. ., km) exp [jkmom(t)]I . (13)

In the absence of a noise signal at the input of the device, the output,

ea(t), consists of the angle-modulated carriers and intermodulation prod-
ucts which also have the properties of angle-modulated carriers. With the
introduction of noise at the input, the output may be divided into two

categories:
a. the original output components with modified complex ampli-

tudes, and
b. additional intermodulation components caused by the introduc-

tion of noise.
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These two classes of output are represented by es(t) and eN(t), respectively:

ea(t) = es(t) + eN(t) . (14)

To obtain es(t), it is necessary to take the expected value of e,,(t) on N,(t)
and N,(t). For the particular case of Gaussian noise whose rms power is
R(0), this yields

n -I
es(t) = Re exp [jw,t] exp j L klol(t)]

ki,k,.
(k,+k,+...+k,,,-= I )

• Ms(k1, k2, ..., km_1) } (15)

where, in genera',

2
Ms(k1 , k2....,

f
y II Jk 1(yA1) exp L -2 R(0)] dy

f pg(p) exp uf(p)] JI(âp) dp . (16)

For the Bessel function characterization, the carrier and intermodulation
product levels are given by

c 2s2 I- I

Ms(k1, k2...., km-I) _ L b, exp 1-a2 R(0)] fl Jk1 (asA1) (17)

where R(r) is the autocorrelatiion function of N,(t) or N,(t). As suggested
in equation (17), the effects of noise in this case may be introduced merely
by modifying each complex coefficient, b,, with the factor

exp [-a22 R(0)] .

An equivalent expression for ev (t) in which all intermodulation products
can be identified was not derived here. Nevertheless , in the following ex-
pressions for the RF and baseband power spectra caused by intermodula-
tion , the individual products can be identified . Identification of these prod-
ucts is necessary to incorporate the effects of noise in the computational
algorithm.



96 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 1, SPRING 1973

RF intermodulation power spectrum

The general expression for the RF intermodulation power spectrum is
given in Reference 5. For the particular case of a Bessel function expansion
of the nonlinearity, the autocorrelation function of e,(t) is

where

II Jk1(asA,) T(q, kmj, s) (23)=1

b,b2 jII Jki (asA1)I II Jk1 (apAi)
S=1 P=1 l i 1=1

C- 2 2

exp a (r 2 P) R(0) 1 Ikm[R(T) a2sP] (19)

where I„ (x) is the modified Bessel function of the first kind and nth order.
In equation (18), the average on the left-hand side is taken on t, 01(t),

01(i + r), N.(t), Ne(t), N,(t + T), and N,(t + T). The average on the right-

hand side is taken on 01(t) and 0,(t +T). In all subsequent equations, it
will be assumed that km = I -'Lm 11k1, since this selection ensures that

'1=1ki = 1, as required.
A series expansion of I4(x) leads to

2q+lk,^l

z R(T) a2sp]

Ikm[R(T) a2sp]
C

q!(\km^+qi!q=O

The term H(k, k2, ..., km-i) therefore includes the noise contributions

to the spectrum through R(r) in the argument of the modified Bessel

function. Rewriting makes it possible to obtain

H(kl, k2, ..., k,,,-1) _ E IN(k1, k2, ..., k,,,_1; q)
q=0

• [po(T)f"+IkO

and

2l+ k,,l 1/2

T(q, Ik,,,1, s) _ 2 R(O) a232] (24)

9!(Ikml+q)!

When equation (21) is introduced into equation (18), the output auto-
correlation function becomes
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R(rl
P, (T) = R(0)

L N(k1, k2, ..., km1; q) = b, exp
a25 2

2 R(0)]

m-I

avg [ea ( t) e,(t + r)]

1
= 2 Re t exp (j-.T + j klwiT

(22)

m-I

• avg }exp [ E jk1^i] } E [p,,(r)]2, +Ik„l
q=0

• I N(ki, k2, ., km- 1; q) 12 .

In the absence of noise, this autocorrelation function reduces to

avg [ea ( t) e0(t + r)]

1 \
= 2 Re E exp jw,T +j kiwir l

ki.k2. ..k,,-,=-m l=1
(k2+k2+... +k,,-,=1)

since

when

(25)

avg exp [ jk1^1] } I M(k1, k2, ..., km-1) 12 (26)r =1

N(kI, k2, ..., km_i; 0) = M(ki, k2, ..., k+_i) (27)

m-1

km=l- Lk, =0.
1= 1

The power spectral density of the output is given by the Fourier trans-
form of equation (18). After a term-by-term transformation is performed,
the following expression for the output power spectrum is obtained:
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S(1) = 2 Re E Z N(k1, k2, . , kn,- 1); q12
2 k,,k...... km-,=-m q=0

£2 (kl, k2, . ., km_1; q;f - f - E k,
f)

(28)

)^ 2q+lkn[

where cl (k1, k2, . . ., Mn-1; q;f) _ (Ek102 ® an ® a„ (f)

and a,(f) = power spectral density of N,(t) or N,(t)

normalized to unit power

aSk)O[ = low-pass equivalent power spectral density,

normalized to unit power, of a carrier

angle modulated by L%i1 k1 1(t).

The convolution operator ® is defined as follows:

0

an(f) 0 an (.f) = an(.f)

and o-, ( f) ® a„ (f) represents i - I convolutions of an(f) .

It has been shown that the output power spectrum is given by the sum-
mation of components indentified by the integers k1 and q. Analogous to

the noise- free case , each component can be regarded as an intermodula-

iont product . The total power of each product is % IN(k1, k2, ..., km_ i; q) 12,

the corresponding normalized spectrum is c (k1, k2, .. •, km-1; q ; f), and

its center frequency is f + El° I klf,.
The normalized spectrum of a carrier which is angle modulated by a

series of baseband functions can be calculated by convolving the nor-
malized spectra of carriers modulated by each of the baseband functions;

i.e.,

aEkJOI = ak1A1® 6k202 0 ' ' * 0 akm-1Am-1
(29)

Daseband intermodulation power spectrum

In the case of an interfering signal which is statistically independent of

the angle-modulated desired carrier, the RF spectra of both the interfering
signal and the desired carrier determine the spectrum of the baseband
signal generated by the interference. Most intermodulation products fall
into this category, with the exception of intermodulation products that
contain the desired carrier [7]. Of particular interest are those products

that are modulation sidebands of the desired carrier.
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The mathematical derivation of the baseband power spectrum generated
by the intermodulation process is included in Appendix A. In this section,
only the most significant results will be discussed.

Again consider the case of m - I angle-modulated carriers and a band
of noise, as shown in equation (11). The signal at the input to the angle
demodulator can be represented by three terms:

a. the angle-modulated carrier (undistorted),
b. the modulation sidebands caused by the noise, and
c. the other intermodulation components.

Without loss of generality, consider the demodulation of the first car-
rier. The three corresponding terms are shown in the following equation:

e,1(t) = Re {exp [jw, + j01(t)] M,}

+ Re {exp [jw,t + jol(t)] [M(1, 0, ..., 0; t) - M,]}

ME I+ Re exp [ jw,t] exp j k10'(1)

(k,+k,+...+km=1)

• M(k1, k2, ..., km; t) exp [jkrOr(t)]}

= Re {exp[jw,t +j01(t)] M,[I + R(t) + j!(t)]}

where, in the case of a Bessel function expansion,

and

L M. _ E b, exp -2- R(0)^ J1(asA 1) II Jo(asAt)
I=2

L
M(k1, k2, ..., km; t) _ bJkm [as11N2( t) + N;(t)]

m-I

II Jk,(asA2)
(=1

(30)

(31)

For small intermodulation levels relative to the demodulated carrier, the
detected angle can be approximated by*

This approximation is good in all practical cases since the distortion objectives
For intermodulation are low.
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(^1(t) + tan-'
I(t)C1+ R(tj = 01(t) + 1(t) (32)

To evaluate the power spectral density of I(t), its autocorrelation func-

tion is first determined. The two types of components for which the cross-
correlation terms do not vanish are identified as M(2 - k1, - k2, - k3,

- km) and M(k, kz, ..., k,n). Particular components satisfying this

condition are the A + B - C and A + C - B intermodulation products,

which are modulation sidebands of carrier A.
The autocorrelation function can be written as

avg [I(t) 1(t + r)] = R,(r) +

R(k1, kz, . .., k,,,-1; r) (33)

where the components for which the cross-correlation terms do not vanish

have been combined in the summation L" [see equation (A40)], and

RI(r) represents the effects of noise components falling on the demodu-

lated carrier , i.e., intermodulation products of the form N + A - N or

2N + A - 2N. The other terms of particular interest are those for which

k1 = 1, since these terms are modulation sidebands of the demodulated

carrier.
After a detailed derivation , which can be found in Appendix A, RI(r)

and R (1, kz, ..., km_,; r) are expressed as

RI(r) _ t }Im M. NO, 01 ..., 0; q) I }2 [P.(T)]zq (34)
q =I

and

R(1, k2...., km-1; r)

(
[p0(r)]2q+i kml

= 2 i {Im [M- N(1, kz, ..., k-__ 1; q)
2

q=0 111 L

m m-Iexp ktw ir] avg }exp [j E kr,^1] (35)
1=2 1=2

respectively. For all other components , the phase between the carrier and

the intermodulation products can be ignored, and the correlation is given

by
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R(kI, ks, . ., km_I; r)

IN(kr, kz, . .., km-1; q) q+ikmi
IM 12 [Po(r)] exp

z ktr^trJ

avg 1̂eXP ^j krpI^ exp [j(kl - 1) ^I]
r=z

exp [j(k1 - 1) WIT]

l o t

(36)

The corresponding baseband power spectrum after angle demodulation is

SO(f) {
Im ^N(1, 0, ..., O; q) } 2

Q

+ E2}Im[N(
l,k2..9)z

k,..q=o M„

ci(0, k,, • ., k,,,- I; q; F)

+ T N(k1 7^ 1, k2, . ., k.- I; g12

• Q(kl - 1, k2. . ., km-I; q; F)

Mojz

(37)

where F = f - (k1 - 1) fI - ) k1f, . (38)
r=z

The corresponding baseband power spectrum after frequency demodula-
tion is

S,(f) =f2SO(f) . (39)

The power spectrum of the demodulated output is formed by com-
ponents which can be easily related to those appearing in the RF power
spectrum [equation (28)]. However , in the power spectrum of the angle-
modulated output, three distinct categories of terms can be identified:

a. Noise intermodulation components centered on the demodulated
carrier A: N( 1, 0, ..., 0; q). These components are of the type which
includes N + A - N and 2N + A - 2N products . The spectrum
shape c is determined by convolutions of the input noise spectrum.
Only the component in phase quadrature appears in the demodulator.

b. Modulation sidebands of the demodulated carrier A: NO, k,, ...,
km_1; q). These components are of the type which includes A + B - C
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and A + C - B products . The spectrum shape Q is determined by
convolutions of the spectra of the other signals generating the prod-
uct. Only the component in phase quadrature appears in the demodu-

lator.
c. All other components : N(k, ^ 1, k,, ..., k,,,_ I; q). These com-

ponents are of the type which includes B + C - D and 2B - C prod-

ucts. Such products may also contain the desired carrier, in which case
the index corresponding to the demodulated carrier in the spectrum
shape St is k, - 1. Both the in-phase and the in-quadrature com-
ponents of the product appear in the demodulator.

Computational methods

In previous sections, the pertinent aspects of the theory have been dis-
cussed. Attention is now directed to the manner in which these techniques
have been implemented in a versatile, user-oriented computer program for
intermodulation analysis. The design goals, as well as the means by which
these goals have been achieved, will be discussed.

Program overview

The Intermodulation Analyzer Program has been designed with the

following objectives in mind:

a. Arbitary nonlinearity. The user may enter any arbitrary set of

transfer curves to determine the real and imaginary coefficients of the

Bessel function expansion.

b. Choice of input signals. The program accepts three distinct

carrier types (FM telephony, FM television, and PCM/PSK) in
addition to bands of equal carriers or thermal noise.

c. Analysis options. Both 3rd- and 5th-order intermodulation

products, as well as the resulting intermodulation spectra and base-
band distortion for all carrier types may be calculated.

d. Output options. Intermodulation spectra and intermodulation

product frequencies may be generated in printed, plotted, or punched
form. A listing of intermodulation products which includes all such
products, only those in a specified range, or only those exceeding a

specified threshold value may be generated.

e. Ease of use. A large number of user convenience features, in-

cluding a mnemonic-controlled, free-field input format and the
capability for rerun with modified parameters, are provided.
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Figure 1 is an idealized flow chart of the program. After the input data
deck is processed and the nonlinear coefficients are determined, the inter-
modulation products are selected and processed one at a time. The only

START

NPUT DATA

TWT COEFFIC

DETERMINE CARRIER OUTPUT LEVELS

T INTERMODULATION PRODUCT

CALCULATE BASEBAND DISTORTION
IN EACH CARRIER

PRINT INTERMODULATION AND DISTORTION
CAUSED BY INTERMODULATION

END OF
INTERMODU LATION

PRODUCTS I

SORT FREQUENCIES AND PRINT OR PLOT
FREQUENCY LIST

MULTIPLE
OPERATING
-POINTS I

'NEW'
INPUT

DATA 2

INDICATES OPTIONAL STEP
STOP

Figure 1. Program Flow Chart
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information retained from this process is a list of distinct product fre-
quencies, a table of power spectrum values, and the total baseband dis-
tortion in each carrier. If data pertaining to particular intermodulation
products are desired, these data are printed as each intermodulation prod-

uct is generated.
Following the processing of the intermodulation products, an output

processor is called to print a summary of carriers and baseband distortion,
and to print, plot, or punch the power spectrum and intermodulation
product frequency data. Provisions are included in the program for con-
sidering multiple operating points, or for modifying any parameters in
the problem in multiple executions.

Characterization of the nonlinear device

The characteristics of the nonlinear device are derived from the single-
carrier transfer curves relating the output power, Po, and phase, 4',, to
the input power, Pi. Assume that the complex output envelope may be
approximated by the Bessel function expansion shown in equation (9).
Then the real and imaginary components of equation (9) are

L
g(p) cos f(p) _ L b,P J1 (asp) (40a)

s=1

g(p) sin f(p) _ b,,Ji(asp) (40b)

respectively . It has been found that 10 terms are sufficient for typical

nonlinear characteristics . A procedure has been included in the program

for determining appropriate values of b , , and b,; from a set of measured

values for Pi, P,, and 4',. The normalized envelope levels corresponding
to the measured input and output power levels may be found relative to

the levels at saturation:

P = p `` (41a)

8 =
I2P,

(41 b)
P.

f = 4',, in radians (41 c)

where Pi, and P„ are the power levels at saturation.
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Error functions E1 and E2, which represent the squared difference be-
tween the envelope quantities in equation (41) and the expansion in equa-
tion (40), summed over all N measured points on the transfer curves,
are defined as follows:

N o 2
EI(b,>) _

(=1
91 cos (.fa) - b„JI(asPl)^ (42a)

s^l

E2 (b,;) _ [81 sin (.fi) - L b,jJ1(asPl) (42b)

The limit of the output phase angle as the input power approaches zero
is given by

10

sb„
=Ilim do = 10

P-'0 Esb,,
s=1

(43)

To ensure that this limit is zero, it has been found necessary to impose
the following constraint:

10
Lsb,i=0
,-I

(44)

The Fletcher-Powell optimization scheme [101 is used to determine
values of the coefficients b„ and b,i which minimize the error functions
E1(b„) and E,(b,,), subject to the constraint given by equation (44). As
an example of the application of this technique, a typical traveling wave
tube (TWT) amplifier on the INTELSAT 1v satellite will be considered. The
measured transfer curves for this device are shown in Figure 2, where the
values presented to the program arc indicated by dots. The resulting real
and imaginary coefficients generated by the program for a = 0.6 are
shown in Table I. The contributions of selected terms to the total real
and imaginary components of the envelope are indicated in Figures 3
and 4.

The difference between the measured data and the calculated values
based on these coefficients is smaller than the measurement error. For
low input levels, the calculated real output component is characterized
by a linear behavior, whereas the imaginary component follows the third
power of the input level. Furthermore, the calculated output angle is



106 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 1, SPRING 1973

NORMALIZED SINGLE-CARRIER INPUT LEVEL (dB)

Figure 2. Measured Nonlinear Transfer Curves

TABLE 1. CALCULATED TRANSFER CURVE COEFFICIENTS (a = 0.6)

Index,
S 1 2 3 4 5

3.089 -0.09465 -0.2075 1.399 -0.1674
1.045 -1.034 1.992 -0.900 -0.6464

b„ -0.4258 0.3040 0.4548 -0.5160 0.2435

b,; 0.6189 1.017 -2.342 1.837 -0.6750

linear with input power, indicating a convergence to zero as the input

level approaches zero.
Since the Bessel function expansions for the real and imaginary com-

ponents are obtained independently, a different a might have been used
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0.0 1
0.5

NORMALIZED rms INPUT

Figure 3. Bessel Function Expansion of the Real Component of the
Single-Carrier Transfer Function

in each expansion. Furthermore, an optimum a could be found for each
component by using the same optimization scheme. For the typical non-
linear transfer curves encountered, this has not been found to be neces-
sary, since an adequate fit may be obtained for almost any reasonable
value of a.

The coefficients b„ might also be determined from measurements of
intermodulation product output power and phase as functions of input
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to calculate the RF spectrum and baseband distortion caused by inter-
modulation. The power spectral density of all input signals is assumed to
be either Gaussian, rectangular (i.e., uniform over a finite range), or a
convolution of both. This restriction has been imposed to eliminate the
need for time-consuming numerical convolution techniques; all con-
volutions in the program are based on closed-form solutions.

The spectral shape assumed for each signal type is summarized in the
following:

a. FM telephony carriers. All fully loaded telephony carriers are
represented by a Gaussian spectrum whose Ems deviation is specified
by the user. For partially loaded carriers, the rms deviation of the
signal is reduced accordingly. If the addition of a triangular spectrum-
spreading waveform is desired, the resulting spectrum is the con-
volution of the spectrum of the partially loaded carrier and a uniform
power density spectrum. This uniform spectrum represents the RF
spectrum of the carrier modulated by the spreading waveform.

b. FM television carriers. No attempt was made to model the TV
spectrum in the presence of a baseband signal, since each baseband
signal generates a different RF spectrum. Instead, the case of a black
picture, in which the RF spectrum is uniform and its peak-to-peak
frequency deviation is determined by the spreading waveform, was
considered. Unlike the multichannel telephony case, the spreading
waveform power was not changed during transmission.

c. Digital PCM/PSK carriers. The RF spectrum (normalized to
unit power) of a PCM/PSK carrier is given by

sin (afT) 2

SD(f) = T (^fT) (45)

11

0 0.5

NORMALIZED rms INPUT

1.0

Figure 4. Bessel Function Expansion of the Imaginary Component of the
Single-Carrier Transfer Function

level. This approach, although mathematically attractive, has practical

disadvantages.

Characterization of input signals

The input signals are defined by a series of parameters specifying the
input power level, the center frequency, and other information necessary

where I/ T is the baud rate and f is the frequency measured from the
carrier frequency. However, because of the self-imposed restriction
on Gaussian and rectangular spectra, an alternate representation had
to be derived. It can be shown that the convolution of a Gaussian
function with a rectangle of appropriate width closely approximates
the function Sn(f).

If an rms deviation equal to 0.246/T and a uniform spectrum of
width 0.826/T are chosen, then the mean squared error between
SD(f) and the convolved function, summed over a representative num-
ber of points on the main lobe of SD(f), is minimized. The effect of
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filtering the PCM/PSK carrier and the resulting time-varying envelope

has not been considered.
d. Noise or carrier hand. The noise or carrier band spectrum is

assumed to be rectangular.

llaleulation of intermodulation producl levels, spectra, and

baseband distortion intermodulation products

Intermodulation products are generated by the program one at a time,
according to generic form. Table 2 shows all possible 3rd- and 5th-order
intermodulation products, including those arising in the presence of noise.

The center frequency of each intermodulation product is given by

F(ki, k2, • ., km; q) _ L. klf, (46)
k=1

where fr
is the center frequency of the lth input signal. The indices k,

can take integer values between -2 and +3. Furthermore , the condition

for an in-band center frequency imposes the constraint that LI=I ki = 1.

Note that the intermodulation products which include the noise term

are characterized by km ^ 0 and /or q ^ 0. The index q affects the order

of the intermodulation product, the spectrum, and the level, but does not

alter the center frequency . Analogous to the noise -free case , the order of

an intermodulation product may be defined as

,» (47)
order = lkij + 2q

I=1

The selection of intermodulation products in this manner may be ex-
tended to odd orders higher than the fifth order, although the computa-
tion time will become prohibitive for a reasonable number of carriers.
However, since the intermodulation product level decreases rapidly with
increasing order, the inclusion of only 3rd-order products has been found

to be adequate for most analyses.

INTERMODULATION PRODUCT LEVELS

The complex amplitude of carrier and intermodulation products,

M5(ki, k2, . .
•, km-i), is determined from equation (17). The correspond-

ing complex amplitude of intermodulation products which include noise,

N(ki, k2, ..., km_i; q), is found from equation (23).
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TABLE 2. SUMMARY OF INTERMODULATION PRODUCT TYPES

A + B+ N- C- D
A+B+C - D - N
2A+N-B-C
2A + B - C - N
2N+A-B-C
3N-A-B
3A-B-N

A + B + N - 2C
A+B+C-2N
3N - 2A
3A - 2N
2N + A - 2N
2N + N - 2N
N+A+B -C - N
N +2A-B-N
N+A+N - B -N
N +A+B - N -N
N + 2A - N - N
N + 2N - A - N

1 -1 0 0 0 1 0
1 1 0 0 0 -1 0
2 0 0 0 0 -1 0

-1 0 0 0 0 2 0
1 0 0 0 0 0 2
0 0 0 0 0 1 2

1 1 1 0 1 0
1 1 1 1 0 -1 0
2 -1 -1 0 0 1 0
2 1 -1 0 0 -1 0
1 -I -1 0 0 2 0

-1 -1 0 0 0 3 0
3 -1 0 0 0 -1 0
1 1 -2 0 0 1 0
1 1 1 0 0 -2 0

-2 0 0 0 0 3 0
3 0 0 0 0 -2 0
1 0 0 0 0 0 4
0 0 0 0 0 1 4
1 1 -1 0 0 0 2
2 -l 0 0 0 0 2
1 -1 0 0 0 1 2
1 1 0 0 0 -1 2
2 0 0 0 0 -1 2

-1 0 0 0 0 2 2

*A, B, C, D, and E are angle-modulated carriers; N is a noise or carrier band.

In the calculation of the intermodulation product levels, it is found
that a small number of factors recur in various combinations. These
factors, which are calculated only once at the beginning of the execution,
are Jk1(asAj) and T(0, Ikm1, s) for ki and km between 0 and 3.
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SORTING OF INTERMODULATION PRODUCT FREQUENCIES

Recall that the intermodulation products are calculated one at a time,
on the basis of generic form; hence, sorting is required if an ordered list-
ing of distinct intermodulation frequencies and the corresponding total
power is desired. Because of the large number of intermodulation products
generated in most problems of practical interest, improper choice of a

sorting algorithm can drastically affect the program running time.
Throughout the execution of the program, an array of intermodulation

product frequencies and the total level at each frequency are maintained
in core. As each new intermodulation product frequency and level are
calculated, it must be determined whether an intermodulation product
at that frequency has been previously calculated. If so, the levels are added;
if not, the new intermodulation product is added to the array and will

appear in the sorted list generated by the output processor.
A technique which has been found to be ideally suited to this purpose

is a binary distributive sort [11]. Figure 5 is an example of a tree structure
demonstrating the sorting algorithm. Each node in the structure corre-
sponds to a distinct intermodulation product frequency, which, in turn,
points to at most two other frequencies in the list, one higher in value and
one lower in value. These points take the form of integer arrays UP and

DWN.
As each new frequency is generated, it must be compared with no more

than loge n frequencies in the list, where n is the total length of the list,

ARRAY

LOC FREQ
UP DWN

1 4010 2
4030

2 4015 6 8
4020

5

3 4000 4 5

401
018

4 4005

4012
5 3990

4010 6 4020 9 I

\

7 4018

4100 8 4012

9 4030
3990
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to determine whether an identical frequency has been previously entered.
If not, the new frequency is entered in the list and an appropriate pointer
is set in the UP or DWN array. After all frequencies have been entered in
the table, the arrays UP and DWN contain sufficient information to
generate a sorted list of frequencies without referencing the actual fre-
quency values.

CONVOLUTION TECHNIQUE

Convolutions of spectra are necessary to calculate both RF spectra
and baseband distortion. Hence, the process of convolution is an im-
portant aspect of the program design. The convolution algorithm is
restricted to accept only Gaussian or rectangular spectra. This restriction
was established to avoid both the excessive computation times associated
with numerical convolution and the complexity involved in accommodat-
ing a wider range of spectrum types.

A further limitation of the algorithm is that an exact closed-form solu-
tion is obtained for only three or fewer rectangles. If additional rectangles
are present, the narrowest ones are approximated by Gaussian functions
with equivalent rms deviations. Since convolving two or more Gaussian
functions results in another Gaussian function, the convolution algorithm
inputs are limited to a single Gaussian function and up to three rectangu-
lar functions.

BASEBAND DISTORTION

The distortion measures of interest depend on the modulation and base-
band signals used. Three cases have been considered:

a. frequency modulation with multichannel telephony signals,

b. frequency modulation with various TV signals, and
c. PCM/PSK.

Although an exact analysis is available for the first two cases, for PCM/
PSK, approximations are used which correspond to treating the inter-
modulation effect as white Gaussian additive noise.

Telephony Carriers. The NPR (noise power ratio) is defined as the ratio
of signal power to noise power in a specified frequency band. The NPR
caused by intermodulation is calculated by using the formula

NPR = P(f) -Irms
(48)

Figure 5. Tree Structure for Sorting Algorithm (1 Of: Sf
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where Sf is the frequency demodulated power spectral density, f„a, is the

rms frequency deviation , a is the ratio of minimum to maximum ' baseband

frequencies , f, is the frequency for which the NPR is calculated, and

P(f,) is the pre-emphasis weighting factor.
TV Carriers. In TV transmission the signal -to-noise ratio , S/N, is

defined as the peak-to -peak luminance power divided by the noise power

(either weighted or unweighted). In the baseband , the peak -to-peak

luminance voltage is 0.714 volt. The peak test -tone deviation , fd, refer-

enced to a 1-volt peak-to-peak luminance power , Lp_,,, in Hz2, is given by

L,_2 = (2 X 0 .714 fd) z

and the resulting S/N is

- (2 X 0.714 fd)
S/N

J fSf(f) df
fi

(49)

(50)

The effects of the de-emphasis network and noise weighting are intro-

duced into the S/N equation as follows:

(2 X 0.714fd)2
(51)(S/N)n - A

df$(f) Pv(f) df

(2 X 0.714fd)2
(52)(S/N)D, IT = I.

f
J "

Sf(f) PD(f) Pw(f) df

where PD(f) and Pw(f) are respectively the network responses of the de-

emphasis and noise weighting networks.

Digital Carriers. The baseband impairment in a carrier with digital

traffic is measured in terms of the bit-error probability, Pb,. To estimate
this parameter, it has been necessary to make two assumptions:

a. That P6 can be calculated from the following formula, which

is valid for Gaussian noise and 4-phase PSK:

(53)
Pbe = 2 erfc(1Iy)
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where -y is the S/Nat the filter output at the sampling instant. For the
carrier-to-IF noise power, the total power must be divided between
the two quadrature components; hence,

where C/N is the IF carrier-to-noise power.

b. That the noise N is strictly the IF noise, and that no special con-
sideration is made to incorporate time-domain results since no
rigorous mathematical solutions are available.

Sample calculations

This section presents some results obtained from the computer program.
Two separate examples have been selected, each illustrating a different
aspect of the analysis. The first example deals exclusively with RF calcu-
lations. A number of RF spectra are included to demonstrate the validity
of approximating a band of carriers by an equivalent noise input.

In a second example, an input consisting of three carriers is assumed,
and the resulting intermodulation spectrum and demodulated output are
determined. This case is especially significant since it involves the genera-
tion of intermodulation products which are modulation sidebands of the
input carriers.

HF spectrum calculations

Three cases have been considered here. All three are characterized by an
input signal made up of an angle-modulated carrier (FM with a Gaussian
baseband signal) and a second signal which can take one of three forms,
each having a uniform RF spectrum:

ease 1: 10 small, equally spaced carriers at a uniform level;
case 2: a band of Gaussian noise of constant level; and
case 3: a single carrier, frequency modulated by a triangular

waveform. A large modulation index is assumed.

It is assumed that both signals are at the same level and that they satu-
rate the amplifier. The FM carrier is located at 4,000 MHz and the other
signal in the range between 4,015 MHz and 4,025 MHz. The resulting
intermodulation power spectra are calculated for all three cases.
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CASE 1

The unmodulated intermodulation products resulting from the single
carrier and the band of 10 small carriers are shown in Figure 6. If both
3rd- and 5th-order products are calculated, the plot shown in Figure 7
is obtained. The effect of the 5th-order products, which may be observed
by comparing both figures, is to fill in the valleys between 3rd-order inter-
modulation products and to change slightly the level at frequencies where

3rd-order products fall.
The corresponding power spectra are shown in Figure 8 for the case

in which all 10 carriers are modulated with 500-MHz urns deviation.
Note that, if the level of the input is decreased, the 5th-order products

-20
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decrease very rapidly and can be ignored in most cases. Also note that
there are many intermodulation products clustered about the single car-
rier at 4,000 MHz. (The spectrum is triangular in a linear scale.) There
is no product falling exactly on the single carrier, which accounts for the
dip in the spectrum at 4,000 MHz.

CASE 2

The input is characterized by a single carrier at 4,000 MHz and a band
of noise (or carriers) centered at 4,020 MHz. The intermodulation power
spectrum plots generated by the program are shown in Figure 9. Note
that the spectrum is strikingly similar to that of case 1, except that the dip
at 4,000 MHz does not occur, since calculating the power spectrum of a
band of noise is equivalent to taking the limit as the interval between
carriers approaches zero.

-20,

-25 q

-30
-30 ,

-35 1

-45

-50 1

m

3
a

-40
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-50

-55

-60
3970 3990 4010
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4030 4050

Figure 6. 3rd-Order RF Intermodulation Products Generated by 10

Equal Carriers and a Single Carrier

-60 I IJ III I II IIIIhIIIIIIIIIIII

3970 3990 4010 4030 4050

FREQUENCY (MHZI

Figure 7. 3rd- and 5th-Order RF Intermodulation Products Generated
by 10 Equal Carriers and a Single Carrier
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Figure 8. RF Intermodulation Power Spectral Density Generated by
10 Equal Carriers and a Single Carrier

CASE 3

The same single carrier is now assumed to share an amplifier with
another carrier which is frequency modulated with a triangular waveform
so that the input spectrum is identical to that of case 2. The resulting
intermodulation spectrum is shown in Figure 10. There is a significant
difference between this spectrum and the previous spectra because, al-
though the input spectra are identical in all cases, in this last case, both
input signals have a constant envelope and hence generate considerably

fewer intermodulation products.

3-Carrier input

A 3-carrier input to a nonlinear device is an interesting configuration,

since there are intermodulation products which are modulation sidebands

- 20

-251

-301

- 45

-50 ,

-55 1
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3RD- AND 5TH -ORDER PRODUCTS

^4_- 3RD- ORDER PRODUCTS ONLY

-60

39)0 3990 4010
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Figure 9. RF Intermodulation Power Spectral Density Generated by
a Carrier Band and a Single Carrier
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and consequently cannot be treated as an independent interference entry.
The three carriers considered are listed in Table 3. Changes in the relative
carrier level, A, were found to alter dramatically the character of the
carrier-to-intermodulation curves and the resulting demodulated output
of reference carrier A.

TABLE 3. INPUT CARRIER PARAMETERS

Carrier
Frequency

(MHz)
Level

(dB) Modulation

A 4,020.0 0.0 TV
B 4,005.0 A Telephony
C 4,007.5 A Telephony
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Figure 10. RF Intermodulation Power Spectral Density Generated by a

Carrier with a Rectangular Spectrum and a Single Carrier

RF INTERMODULATION CALCULATIONS FOR 0 = - 12

Initially the levels of carriers B and C are assumed to be 12 dB below
that of carrier A (0 - -12 dB), which is the typical level for program

channels sharing a satellite transponder with a TV carrier. The RF inter-
modulation power spectrum in the vicinity of carrier A is shown in Figure

11 for input backoffs varying from 0 to - 14 dB. Third-order A + B - C
and A + C - B products occur at 4,017.5 MHz and 4,022.5 MHz, re-

spectively. Fifth-order A + 2B - 2C and A + 2C - 2B products occur

at 4,015 MHz and 4,025 MHz, respectively.
It appears that the 3rd-order intcrmodulation products decrease mono-

tonically as the tube is backed off, while in the regions where 5th-order

intermodulation products dominate, this is no longer the case. This is
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FREQUENCYIMHZI

Figure 11. RF Intermodulation Power Spectral Density Generated by a
TV Carrier (spreading only) and Two Program Channels

confirmed in Figure 12, where the levels of the A + B - C and A + 2B
- 2C intermodulation products are plotted as functions of input backoff.
It is apparent that, at some points, the levels of 5th-order products may
actually increase as the input level is decreased. This effect has also been
reported in Reference 12.

BASEBAND INTERMODULATION CALCULATIONS FOR 0 = - 12

The major distortion of carrier A is caused by the 3rd-order A + B - C
and A + C - B intermodulation products located symmetrically about
A at 4,017.5 MHz and 4,022.5 MHz, respectively. Although the RF
power of these products decreases with increasing backoff, the baseband
impairment (measured as signal-to-weighted noise) does not behave in
the same fashion. Figure 13 shows the calculated S/N ratio, as well as
the ratios between the carrier and both the in-phase and in-quadrature
components of the intermodulation products. It is apparent that the signal-
to-noise ratio is considerably higher than the estimate based on the RF
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INPUT BACKOFF (dB)

Figure 12. Intermodulation Product Level as a Function of Input Backoff

intermodulation spectral density. This phenomenon was observed experi-

mentally during the INTELSAT lv simulation and is reported in Reference 7.

EFFECT OF THE RELATIVE CARRIER LEVELS, A

The angle between the A + B - C intermodulation product and the
demodulated carrier is shown in Figure 14. Initially the angle is positive,
but it becomes negative with increasing backoffs. For A = - 12 dB, the
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angle is zero at the backoff level for which S/N becomes infinite. Also
shown in Figure 14 are the angles obtained for other relative levels of the
carriers.

Figures 15 and 16 show the corresponding ratios between the carrier
and the two intermodulation product components. The improvement in
the ratio of carrier-to-in-quadrature components with increasing input
level becomes pronounced as the level of the reference carrier is increased.
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This explains why the measurement reported in Reference 4 for A = 20

dB does not show this effect.

10

z
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T I

A - LEVEL OF TWO EQUAL ADDED CARRIERS
RELATIVE TO REFERENCE CARRIER

I I
-10 -5

MULTICARRIER INPUT BACKOFF (dB)

A = -12 dB

A= 0 dB

Figure 14. Relative Phase Angle Between intermodulation Product

and Carrier vs Multicarrier Input Backoff

Conclusions

A unified approach to the calculation of intermodulation effects in a
"memoryless" nonlinear amplifier has been presented. Both amplitude
nonlinearity and AM/PM conversion effects have been considered. An
expression has been derived for the output of the device when the input
consists of a number of bandpass band-limited signals. The particular
case of an input formed by angle-modulated carriers and a band of

Gaussian noise has been treated in detail.
The power spectral density of the baseband signal caused by intermodu-

lation has been derived by using a time-domain approach. This technique
permits an exact calculation of baseband distortion since the statistical
dependence between the intermodulation noise and carriers is elucidated.
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MULTICARRIER INPUT BACKOFF IIBI

Figure 15. Carrier-to-In -Phase Intermodulation
Ratio v .s Multicarrier Input Backoff
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A flexible computer program has been developed and exercised on a wide
range of intermodulation problems. Comparison of calculations with re-
ported measurements indicates that the memoryless assumption is valid
for helix-type TWTs such as those presently used in communications
satellites.
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I I

-10 -5

MULTICARRIER INPUT BACKOFF (dB)

Figure 16. Carrier-to -In-Quadrature Intermodulation

Ratio vs Multicarrier Input Backoff

0

For want of a more rigorous model, the program has also been used to
evaluate the performance of high-power cavity TWTs using a representa-
tive nonlinear transfer function. Comparison with measurements has
indicated that such nonlinearities can be accurately described as memory-

less over a narrow bandwidth.
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Appendix A. Mathematical Derivations

Time-domain analysis

The input signal is represented by

e,,{t) = Re A,(t) exp [jwo1 + J00)4
11=1 1

where A,(t) and 01(t) are arbitrary baseband time functions. Equation (At) can

be rewritten as

where

e;(t) = Re l et(s) l

er(t) = p( t) exp [iw,t + jo(t)]

p = vx'+y2

Y
0 =tan- '-

x

(A2a)

(A2b)

(A3a)

(A3b)

X = E A,(t) Cos B,(t)
1= t

y = A,(t) sin B,(t) .
1=I

(A3c)

(A3d)

Cartesian coordinates will be introduced during the following steps in the

derivation , since a double Fourier transformation is required.
The fundamental component of the output is represented by

1
e,(t) = Re {g(/x' + Y') exp C jwat + j tan- ' X + if (-,/x' + Y') J }

Re {g(1/x' +Y')
exp [if (1/x' + Y') ] (x + Jr) exp ( jwJt) }

1/x' + Y' 1

Re {8 +Y') exp [jf ( \ + Y2)]
1/x' + Y,

(A4)

For the sake of convenience, the following double Fourier transformation is

defined as

or, alternatively,

9(-VlxT;y 2)

f m m 1/v2 .L o2

• (x + jr) exp (-jux -jvy) dx dy (A5)

I
4x' _ L(u,v ) exp (jux +jvy) du dv . (A6)

g(ylx- +Y')
exp [ji(1/xa +Y') I (x +jy)

Vx'+y'

Substituting the function Liu, v) into equation (A4) makes it possible to repre-
sent the output by

1
e.(8 = 4 ' Re exp [jw,t]

m r m L(u,v)
7 f

• exp [jux + ivy] du dv) (A7)

Substituting the expressions for x and y from equation (A3) into equation (A7)
results in

1 7
e,(t) = 4a' Re exp [Iw t] m

m
L(u,v) I l exp C jA, l/ua + va

u
-

)
}Idu ,iv)• sin 1 B,(t) + tan

v 111
f (A8)

Expanding the exponential as a Bessel function series, i.e.,

exp [jz s n 0] J,(z) exp [jk0]

makes it possible to represent equation (A8) by

m
eo(t) = Re exp [jwj] exp Cj t k,B,(t)]

k^,Arz....,km=- m I=1 ...111111

• M(k,, kz, . ., km) }

exp tft ( - V/A 2 +

(A9)

(A10)
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where

M(k,, k,..... km) _ , J m m L(u,v) Jkl (A,1l u' + v2)

m U
• exp C j k, tan-' du dv

f( t=1 v

m J Jm f--. g\ x' +y2

• exp [jj(v
/-
x' + y') ] (x + jy)

II J,, (A,1/u2 + v')
1=1

u
• exp Li L k, tan-'

1=t v

• exp (-jux - ivy) du dv dx dy .

Using the polar coordinate transformations,

x=pcos0

y = p sin 0

U= Y sin rt

V =Y cos 11

(All)

and performing the integrations on 0 and q makes it possible to simplify equation

(All): r

M(k,, k:, ..., km) = f Y L J,, ('YA,)] dy
f

• f pg(p) exp [If(p)] J, (Yp) dp
0

(A12)

In the summation in equation (A10), it is assumed that M(k,, k,, ..., km.)

0 if k, + k2 + ... + km , 1 and that M is given by equation (A12) if k, +

k2 + . . . + km = 1. Thus,

(k,+ka+ ...+k, = 9

l
. M(k„ kx, ..., km) } (A13)

where k, (1 = 1, 2, ..., m) can take negative, positive , and zero values under
the constraint that

( r
e,(t) = Re 5 exp [jWt] E exp[ i k,0, (t)

l k,,k2....,km=-m /=1

If
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k, = 1 . (A14)
1=1

Bi(t)w,t+¢,(t)+X,, /=1,2,...,m-1

Bm (t) = Wmt + tan-' CN (t)^ = w,,t + O.,,(t) (A15)

the input, e,(t), represents the m - I carriers, modulated in amplitude and
phase, plus narrowband noise. In the output, e,(t), the component for which
k, = 1 and all of the other k, = 0 represents the pure output signal correspond-
ing to the pth pure signal of the input, e,(t). The pure output signals and inter-
modulation products which are not disturbed by the noise (N, or N,) may be
obtained by taking the average of equation (A13) on N, and N,.

In the following, it is assumed that the noise angle, ¢,,(t), is uniformly dis-
tributed on [0, 2,r] and is independent of the noise amplitude,

Furthermore,
g = 1/M(,) + N;(t) . (A16)

N,(t) 11 N,(t) +^(t) 1 k_
exp jkm tan-'

N (t)J L1/M(t) + N(t)J
(A17)

Thus, the average of the factors including N,(t) and N,(t) is

C(Y) = E i Jw„ [YVN^( t) + N;(t) exp jkm tan-,
N.(t) J

N, N, l Ne(t)J f

= 0 , km ^0

= f J,(^Y) p(E) di; , km = 0 (A18)0

where p(E) is the probability density function of the noise amplitude, .

Now, when the average of equation (A18) is represented by

C(Y) = f m Jo(s-y) p(s) dE (A19)
0

and the noise is Gaussian , p(s) is Rayleigh distributed ; hence,

C(Y) = exp C -

21

R(0)1
(A20)
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where R(0) represents the RF noise power or the average of N' or N. Thus, the

pure signals and intermodulation products are given by

es(t) = Re {exp [jw,t]
It-,

exp C111111 k^.kz.
(k,}kxi-.

• M4(k,, k ,, . ., km_,)

where

I

k'61(t)
I= I

Ms(k,, k2. ..., km-,) = fBm Y 1 II Jk,(YA,) C(y) dy ^ Pg(p)

(A21)

• exp [jf(p) ] J,(yp) dp (A22)

and the components at the output disturbed by noise, which represent new

noise at the output, are given by

eN(t) = e,(t) - es(t) . (A23)

Reference Al describes a method for evaluating M(k,, k,, ..., km) when the

nonlinear characteristic g(p) exp [jf(p)] is approximated by a power or Fourier

series. The method used here is that suggested in Reference A2.

First, g(p) exp [jf(p)] is approximated by

L

g(p) exp [lf(p)] ba J, (asp)
s=t

Substituting this expression into equation (A12) and using the formula

f m G(y) dry J m pJ,(BP) J,(7p) dp
u B

results in

G(B)

B

I.
M(k,, k...... km) = E b, [II Jat (L4I)

I (=I

In a similar fashion, Ms of equation (A22) is found to be

L m-I

Ms(ki, k„ ..., km_, ) _ b,C(as) I II JkI (asA,)
5=t t=t

If there is no noise and the input consists of m - I modulated carriers,

(A24)

(A25)

(A26)

(A27)

L

lM = Ms = L b. Jk1(asA,)] . (A28)
=1 (=1

Similarly, for pure signals and intermodulation products, if noise is present,
the nonlinear characteristic g(p) exp [jj(p)] becomes

g(p) exp [if(p)] = E b,C(as) J,(asp) . ( A29)
S=1

Ilemodulaind output

In equation (Al), it has been assumed that all of the amplitudes A,(1 = 1,2,
..., m - 1) are constants and that the last component (1 = m) represents thermal
noise. The problem is to demodulate an angle 0 ,(t) at the output. It can be
assumed that p = 1 without loss of generality. The output can then be repre-
sented by the following three categories:

a. the main carrier to be demodulated;

b. the intermodulation products and noise falling in the receiver filter
of this main carrier; and

c. the other carriers, intermodulation products, and noise falling away
from the main carrier, which can be filtered out.

Only categories a and b are important in demodulating the main carrier.

The components of b and c are represented as follows:

e,1(t ) = Re ]exp [jw0t +j6,(t)] Mo]

t Re (exp [ iw,t + JOI (t)] [M(1, 0, ..., 0; t) - Mo] l

m-
I1+ Re {exp [jmot ] exp j E k,O,(t)

• M(k,, k,, .

where

do = f m7

.., km; t ) exp [jkJBm( t)] }

C fl J0(TA,)^ JdyA,) C(y) dy

(A30)

• f pg(p) exp [jg(p)] J,(yp) dp (A31)
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M(1, 0'..., 0; t)
(`

= J y i J0 (yA,) J,('YA,)

• J. [y1/N( t ++ Ne(t)] dy

f pg(p) exp [jf(p)] J,(yp) dp (A32)

M(k,, k,, ..., km) exp [ jkm6 (t)]

f Il Jka(YA,)I Jr.,,[7 Ni( t) + Nn(t)] dy exp [ jkmwmt]
U

N,(t) +jN,(t) L

.(t) (A33)• f p8(p) exp [jf(p)] J,(yp) dp N2

The prime following the summation indicates that categories a and c are ex-
cluded. Equation (A30) is represented as follows:

e"r(t) = Re exp [jw"t +jO,(t)] M,[1 + R(t) + jI(t)] .

The demodulated output can now be represented by

(A34)

0,(t) + tan
' C 1 + R(t) (A35)

Since, in the normal situation, R(t) and I( t) are small, equation (A35) can be

approximated as

r I(t)
0,(t) + tan' C 1 + R(t) _ 00) + 1(t)

The demodulated intermodulation products and noise are given by

I(t) = Im {Mo 1 [M(1, 0, ..., 0; t) -M-11

L, M(k,, k...... km; t)

(k,+k,+...+k,,=I)

r
exp Ljkm 1wmt + tan-' N,(t)

I

exp Ij(k, - 1) 01(t) +j E k,01(t)
=2

(A36)

(A37)
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where, for the particular case of the Bessel function expansion,

and

L 1 -2

a,s, -1
M. = b, exp R(O) 1 J,(asA,) II Jo(asA,)

=2

M(k,, k,, ..., k,,,; t)

L m_1

b.Jk,,.[as Ni(t) + N;(t)] II Jki(asA,)
J_1

135

(A38)

(A39)

The autocorrelation function of 1(t), i.e., avg (I(t) • I(t + r) 1, may now be
obtained in the following manner . In the average of 1(t) • 1(t + r), the cross-
terms are not all zero ; i.e., the cross-correlation functions of the two components
(k,, k,, ..., k,") and (2 - k„ - k,, - k,, ..., - km) are not zero. (All other
terms in the cross-correlation function are zero. ) Then I( t) of equation (A37) can
be expressed as

I(t) = IM {Mo I[M(1, 0, ..., 0; t) - Mr,1

+ M;1 E" exp [j(k, - 1) 0'(t)

(k,+k,+...+k,,= I)

m-I

+j E k101(t) M(k,, k,, ..., k,"; t)
r=2

[ )} 1• exp [jkm {wmt + tan-,
N.(t)
N,(t)t) 1 J

+ M(2 - k I, - k,, ..., - km; t)

m-I "]]
• exp

1
-j(kI - 1) 6 ,(t) - j E k10,(t) J1= 2

• exP L jkm {wmt + tan-'
N_i)I J

(A40)

where E' is rewritten as 1" by combining the components (k,, k,, ..., km) and
(2 - k,, - k,, ..., -km).

The relationship between arbitrary complex numbers a and b,
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1
[Im a] [Im b] = 2 Re lab * - ab 1 (A41)

and

yield

avg 1J ^asl '(t) + N?(t)l Jkm[aPI N^(t + T) + Na(t + r)]

N,(t) N•(t +T) )
• exp [ ±kmj tan- 2 exp L ^ 1'4 tan 1

Ndt) N,-(t+ r)

( 2

exp C- a s 2+ P)
R(O) 1,,,,[a2spR(r)]

avg [I(t) I(t + r) I

= R,(r) + E" R(k,, k2. .... km_,; r)

where
1 r L L . b y

R,(r) = Re
b

2. E M. (Mo J,(asA,) J,(apA,)
2 s=1 p=1

(A42)

(A43)

( a2(s2 +p2) 1 m-1 -1

• exp S - 2 R(0) ' Ili,Jo (asAi) IT Jo(aPAI)
LI L b by

• (I,[azspR(r)] - 11 - E t - - J,(asA,) J,(apA
s=1p=1 Mo Mo

( a2(s2 +p2) l 1 m-1

• exp 5 - 2 R(0) } II Jo (asA,) IT Jo(apA,)

• [Io[a2spR(T)] - 11]

(( [N(1, 0,

M.

., 0; 9)
S Im

^=l ll

In equation (A44),

JJ
2 [Po(r)]24

m-I

N(k,, k2..... km_,; q) _ L b, exp C aj
2

R(O)J
11 Jkl(asA1)

s=1

1 12p+Ik„1 ^1 /2

• 2 R(O) a2sEJ

R!(Ikmi +9)!

R(T)

Po(r) = RO)

(A44)
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R(k„ kE, ., k,3_,; T)

1 . L

2 Re ^Mol-2 L b,bP exp C- a2(s2 + p2)
R(O)1 Jk1(asA,)

-Im

• Jkl(apA) IT
77

JkI(asAI)
77
11 3kz(apA,) IrJa2spR(r)]

1=2 r=2

-1 m
avg {exp [j(k, - 1) (w,r + #,) + L jk,^, + t2jwzr] 1
l 1-2 /=2

I L L a2 (s2 + p2)+ 2 Re IM -2 E E b,b n exp ^ - R(O) ] J2-x 1(asA,)
s=I p=1 2

m77-^7I m77-- l
• JE-kl(apA,) 11 J-kI(asAl) IT11 J-kl(asA,) Lk,,,[alspR(r)]

1=2 t=2

m-I m

• avg exp 1 j(k, - 1) (w,r + #1) - E jkzltz - E jwzr^
1=2 1=2

(- 1)km L L r 2 4 p 2)
2 Re M. 2 E beb p exp C - a

(s
+ PR(O) 1=I p= 1 2

• Jk1 (asA,) J2-kl(aPA,) 1
m-I m-I

• IT Jky(asAz) IT J_kl(apA,) Ikn[a2spR(r)]
1=2 1=2

I m

• avg exp j (k, - 1) (w,r + #,) + E jkz+{z, + Ejwzr^
=2 1=2 II

k.m L L

2) Re M. 2 E E b,bp exp C - a.^s2f- p') R(0)]

=Ip=I 2

• J2-kl (asA,) Jk1 (apA,)I

m-I

IT
m

77
-

II
J-kI(asA, ) IT11 Jki(aPAI) Ik,,, [a2spR(T) ]

1=2

m-I m
• avg exp I-j(k, - 1) (w,r +,(,) - L jk,'P, - LjwIT^

=2 1=2

1
Re Z. I

y=0

N(k„ kE, ..., km_,; q)

I2
(continued on next page)
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• A(k, - 1, k,, ..., km_,;9;r)

N(k, 2, k2...., km-,; q) I2

+ M.

. At(k, - 1, k,, . ., km_,; q; r)

N(k„ k,, ..., km_,; g) N(k, - 2, k„ . ., k,n_,; q)

+ Ma

A(k, - 1, k,, ..., km-,; q; r)

N(k, - 2, k,, . ., km_,; q) N(kI, k,, ..., km_ q)

+ Mo l

• p*(k, - 1, k,, ..., km_,; q; r) }
where

and

411 = 01(t) - 01(t + r)

0(k„ k,, ..., km-,; q; r)

(( r m-I
= avg 1exp k,(w,r + #,) +ikmwmr

D
[Pj2q

+Ikm1

l ,=I

If A is real, equation (A45) becomes

R(k„ k„ ..., km_,; r)

1 IN(k,, k,, ..., km_,; q) + N*(k, - 2, k ,, ..., km_,; q)2

2E IM,12

• A(k, - 1, k,, ..., km_,; q; r)

For the special case of k, = 1, equation (A45) can be reduced to

R(k,, k„ ..., km_,; r) = 2 ^. 5 L Im Me
q=o

• Re A(0, k,, ..., km-,; q; r)

where

(A45)

(A46)

(A47)

(A48)

(A49)

N(l, k,, ..., km-,; q) = -N(-1, k,, ..., km_,; q) . (AS0)

Note that, in the preceding derivations , the power series expansion for Ikm(z),

namely,

IM.,(z) _ E ylkml+
zn (A51)

q=oq(kml+q)1

(1/2) Ikml +zq
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was used. Note also that, in the case of k, = 1, if there is no AM/PM conversion,
equation (A49) becomes zero. However, in all other cases (k, / 1), even if there
is no AM/PM conversion, equation (A49) does not become zero.

The order of the intermodulation products is defined as

^k,l + k,I +... + [km_,l + [kml + 2q . (A52)

In the expressions for R(k,, k,, ..., km_,; r), the magnitude and spread of the
power spectrum are represented separately; i.e., the Fourier transform of A
gives the power spectrum spread whose total power is unity, and the other
coefficient gives the magnitude.

Power spectrum analysis

In this section, it is assumed that the input consists of m - I angle-modulated
carriers and a Gaussian noise signal. As in Reference Al, the autocorrelation
function of the output is given by*

1
avg [ea( t) e,(t + r)] = 2 Re exp[iwor

I

. J

w,r^ avg 1 exp ^J

t exp L-2
• ]Q(k,, k2. ..., km;t)js dt (A53)

where the averages are taken over the values

01(t), 02(t), ..., 0m_1(t)

Then , rewriting equation (13) in [Al] yields

Q (k,, k,, , km_,;t)
I

3
o 7 II Jk1(YA,) Jkm [lIR(r) ryt] exp {-[R(0) - R(T) ] 21 dry

f pg(p) exp [lf(p)] J,('Yp) dp
0 (A54)

*The result obtained in this section can also be obtained directly from equa-
tions (A12), (A13), and (A26) if it is assumed that all of the cross-terms in avg
[e;(t) e,(1 + r) I are zero.
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m-I

km =1 -^k,.
r=1

The method used to evaluate Q(k,, k2, ..., k,,,; t) is described in Reference Al.
The case in which the nonlinearity characteristics are approximated by a sum
of Bessel functions, as in equation (A24), is analyzed here, since this case is not
analyzed in Reference Al. Expansion of equation (A24) and use of equation

(A25) yield

Q(k,, k2, . , km-,; t)12 = b„ C II Jk,(asA,)
=1 1=1

• exp 1 - a 2 2 [R (O) - R(7)1^

• JA,,,[ V R(r) ast]
2

Therefore, the integral with respect to tin equation (A53) is given by

11 L F -I P-

M, Ij Jkt (asAI)I 11 JI, (aPA,)
1

(A55)

• exp { -
a2(s2

2 p2) [R(0) - R(r) ] } B= exp L - 22J t

• JA,,,[A/R(r) apt] Jkm[^R (r) ast] dt . (A56)

The formula given in Reference A3 [equation ( 1), p. 395] makes it possible to
evaluate the integral and reduce equation (A56):

L L [I -I

H(k,, k2. . ., k--,) = 7, 1: b„bp JA,(asA,)
=1 v=1 =1

I
- a2 (s22 P') R(0)]• C Jk,(aPAI) ] exp

P -1

1 ..11111

• JA,,,[R(r) a2sp] . (A57)

Expanding the Bessel function as a power series

H(k,, k2, ..., km-,) _ :L ^N(k„ k2, ..., km_,; 4) I s
y =U

• [Po(r)]u +Ikml (A58)
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avg [eo( t) eo(t + T)]

1 -1

Re E exp L Jwor
2

+ I klwlr]

r m-1

• avg exp
k4:] J H(k,, k2,

r =1

1
Re, L^ I N(k,, k,, ..., km_,; 9) ( 2

0(k,, k1. , km_,; 4; r)
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Ionospheric scintillation
at4and6Gllz

R. R. TAUR

Abstract

Based on approximately 15 months of observation made at satellite earth
stations around the world, the probability distribution of the amplitude fluctua-
tion of ionospheric scintillation at 12 geomagnetic equatorial locations has been
obtained. The scintillation activity, which is found between 30°N and 30°S geo-

magnetic latitudes, with a higher occurrence rate near the geomagnetic equator,
shows a very strong diurnal peak at about one hour after local sunset and sea-
sonal peaks near the vernal and autumnal equinoxes. It is hypothesized that the
observed scintillation is caused by the very dense and thick irregular layers in the
F-region, which may exist only in the early part of the evening.

Introduction

At radio frequencies near 4 and 6 GHz, the ionosphere is essentially
nonabsorbent. However, rapid fluctuations of the signal amplitude with
time have been reported by many earth stations of the INTELSAT net-
work. After the other possible causes were carefully eliminated, it appeared

This paper is based upon work performed at COMSAT Laboratories under
the sponsorship of the International Telecommunications Satellite Organiza-
tion (INTELSAT). Views expressed in this paper are not necessarily those of
INTELSAT.
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that these fluctuations were caused by irregularities in the ionosphere.
Based upon a short period of observation, a preliminary report on iono-
spheric scintillation at 4 and 6 GHz was prepared [1]. The amplitude fluc-
tuation of the scintillation was generally found to be less than Z E4 dB, with
periods of about four to six seconds between two adjacent fades. The scin-
tillation was observed mainly at the stations in the geomagnetic equatorial
region.

Beginning in August 1970, continuous recordings of ionospheric scin-
tillation were made at satellite earth stations at Andover, Maine; Etam,
West Virginia; Jamesburg, California; Paumalu, Hawaii; Goonhilly,
United Kingdom; Raisting, Germany; and Ras Abu Jarjur, Bahrain.
Each station monitored the amplitudes of several carriers from selected
distant transmitting stations via satellite. The locations of the recording and
transmitting stations are shown in Figure 1, and the appropriate geomag-
netic latitude and elevation angle of each station are listed in Table 1.
The up- and down-link frequencies were 6 and 4 GHz, respectively. Each
recording station monitored four to seven carriers of the distant transmit-
ting stations and the beacon of the satellite. If all carriers plus the beacon

A RECORDING STATION

• TRANSMITTING STATION

8^0
i a

e2h

A

0

Figure 1. Recording and Transmitting Stations
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received at a recording station were fluctuating in an identical pattern,

scintillation was assumed to have occurred at the down-link, i.e., at 4 GHz;

otherwise, it was assumed that ionospheric irregularities were associated

with the 6-GHz up-link between the transmitting station and the satellite.

Approximately 15 months of data were collected at each station. These

data have been reduced and analyzed, and the probability distributions of
amplitude fluctuation, diurnal and seasonal variations, and geomagnetic

latitudinal dependence are presented in this paper. A possible mechanism

is hypothesized to explain the observed scintillation.

Theoretical background

Although the normal ionosphere is essentially nonabsorbent at 4 and

6 GHz, the ionosphere contains scattering irregularities which distort the

phase of the wave front. As these irregularities drift through the propaga-
tion path, the received signal at the earth station fluctuates with time; this

fluctuation is called scintillation. The modulation index associated with

scintillation in the case of weak scattering is approximately proportional
to 1,Z/r.' and 0o, where A is the wavelength in free space, Z is the height of

the irregularity, rr is the size of a single irregularity, and 0o is the rms phase

deviation as the wave passes through the irregularity [2], [3]. Since 0, is

proportional to A, it would be expected that the modulation index

TABLE 1. PARTICIPATING EARTH STATIONS

Station Latitude Longitude

Approximate

Geomagnetic

Latitude

Approximate

Elevation

Angle

Ras Abu Jarjur, 26°04'N 50°37'E 19°N 57'
Bahrain

Tangua, 22°44'S 42°46'W ITS 60°
Brazil

Longovilo, 33°57'S 71°24'W 20'S 32°
Chile

Taipei, 25°10'N 121°34'E 15'N 26°
Republic of China
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TABLE 1. PARTICIPATING EARTH STATIONS (CONTINUED)

Station Latitude Longitude

Approximate
Geomagnetic

Latitude

Approximate
Elevation

Angle

Mt. Margaret,

East Africa

01°01'S 26°30'E 8°S 60°

Raisting I, 2,*

Germany

47°54'N 11°0TE 50°N 25°, 16°

Djatiluhur,

Indonesia

06°31'S 107°25'E 18°S 38°

Asadabad,

Iran

34°45'N 48°06'E 27°N 6°

Yamaguchi,

Japan

34°12'N 131°33'E 23°N 9°

Kum San,
Korea

36°07'N 127°29'E 25°N 26°

Kuantan,
Malaysia

03°00'N 101°30'E 5°S 43°

Utibe,

Panama

09°99'N 79°30'W 20°N 34°

Latin,
Peru

12°17'S 76°51'W 0°N 36°

Si Racha, 1, 2,
Thailand

13°06'N 100°56'E 5°N 8°, 43°

Goonhilly 1,*
U.K.

50°03'N 05°10'W 53°N 5°

Ascension Island,
U.K.

07°57'S 14°23'W 3°S 75°

Hong Kong 1,
U.K.

22°12'N 114°13'E 13°N 20°

Andover,
U.S.

44°39'N 70°43'W 55°N 21°

Etam,*

U.S.

39°17'N 79°45'W 50°N 23°

TABLE 1. PARTICIPATING EARTH STATIONS (CONTINUED)

Approximate Approximate

Geomagnetic Elevation

Station Latitude Longitude Latitude Angle

Jamesburg,*
U.S.

36°24'N 121°39'W 43°N 12°

Guam,
U.S.

13°24'N 144°42'E 9°N 53°

Paumalu 1, 2,*
U.S.

21°40'N 158°02'W 20°N 66',49-

*Control station.

would have a T2 dependence. This X2 dependence at 4 and 6 GHz has been
observed in Reference 1.

The transverse radius of the irregularity that can cause scintillation at
4 and 6 GHz is in the range of 150-300 m. The fluctuation of the electron
density of the irregularity depends upon L, the thickness of the disturbed
layer. According to Reference 1, for a modulation index of about 0.15
(peak-to-peak deviation of about 4 dB) at 4 GHz, the product (AN)2.L

proves to be 6.106 electron s/cm6, where AN is the average fluctuation
in electron density from the ambient density. When AN is equal to 10 per-
cent of the typical equatorial F-region ambient densities during the evening,
the corresponding value of L is approximately 100 km. Such a thick dis-
turbed layer can probably be formed only by large-scale instability in the
ionosphere, such as that which would occur after the rapid disappearance
of the major ion-producting mechanism, the solar radiation. Therefore,
one would expect to see more scintillation of the signal near the
local sunset hour. This will be discussed in a later section entitled "Diurnal

Variation."

Data reduction

Data available

All of the data were recorded on multichannel stripcharts at a relatively
slow speed. The signal bandwidths were relatively narrow and ranged from
2.5 to 36 MHz (less than l percent of the operating frequency). The details
of each fluctuation cannot be seen; however, the peak amplitudes are
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clearly marked on the stripchart and can easily be identified. The record-

ings were made continuously during the 15-month period, except when
there were equipment malfunctions or rearrangements. Figure 2 shows the
periods of availability of the scintillation data. A break in the horizontal

line indicates a lack of data.

ASCENSION

BAHRAIN

BRAZIL

CHILE I IHH

HH I- I

HH I I

-H I- H I---1 h- H

I-iHHHH HHHHHF-4

HI--I

GUAM H--

HONG KONG I I I

INDONESIA H- 1l IH^H

MALAYSIA H^

PAUMALU

PERU H-

H-H

TAIPEI II IF 'H-1

THAILAND F- (I^ HH--H H-1HHHH HHH HHI-H
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AUG SEP OCT NOV DEC JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV

-- 1970 1971 -a

Figure 2. Scintillation Data Available

Data reduction procedures

The original data recordings were carefully calibrated and labeled. Slow
scintillation caused by atmospheric anomalies at low elevation angles, and
the small, rapid type of signal variation caused by rain were both excluded.
Ionospheric scintillations with fluctuations greater than ±0.25 dB were
recorded. The amplitude fluctuation distributions were obtained by sum-
ming the total hours of the approximate peak magnitudes of scintillation
at 0.25 dB and at each 0.5-dB increment starting from 0.5 dB. The diurnal,
seasonal, and geomagnetic latitudinal variations were obtained through
similar procedures; the results will be presented later in this paper.

Results and discussion

Amplitude distribution
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The yearly cumulative amplitude distribution of each station is shown
in Figures 3-8. It should be noted that the results shown here represent
the probability of scintillation with a peak-to-peak variation greater than
the value of the ordinate. Therefore, if one is interested in only the fading
of the ionospheric scintillation, both the abscissas and the ordinates in
these figures should be approximately halved.

For frequencies other than 6 GHz, the X2 dependence can be used to
obtain the approximate corresponding amplitude distribution. However, at
frequencies below 2 or 3 GHz, the X2 dependence has not been demon-
strated. Therefore, extrapolation of the results for frequencies below 3 GHz
is not recommended.

Seasonal variation

The duration of each measurable scintillation event is registered at each
station. The corresponding monthly scintillation activity of each earth
station is given in Figures 9-11. This activity is shown as an average
monthly number of minutes of measurable scintillation, i.e., signal fluc-
tuation greater than ±0.5 dB for most of the earth stations at 6 GHz
(up-link), per day. One interesting fact concerning the monthly variation is
that the ionospheric scintillation in equatorial regions definitely has a
rather strong seasonal dependence. It can be seen that most of the scin-
tillation events occur near the vernal and autumnal equinoxes and that the
autumnal peak is generally stronger than the vernal peak.

The observed seasonal variation of the ionospheric scintillation is com-

pared with that of the equatorial Spread F,* as shown in Figure 12 [4].

Since Djibouti's coordinates are 11°N, 42°E, only the Ras Abu Jarjur

(Bahrain) data are used in the comparison of the diurnal variations of

Spread F and ionospheric scintillation. The comparison indicates that the

F-region irregularities which are responsible for scintillation at 4 and

6 GHz quite possibly differ from the irregularities that cause Spread F.

The difference is believed to be in the relative density and size of the

irregularities.

* Spread F refers to the spreading of the returned signal transmitted by the
ionospheric sounder and indicates the presence of ionospheric irregularities.
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Figure 3. Cumulative Amplitude Distributions at Ascension
Island (6 GHz) and Ras Abu Jarjur (4 GHz)
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Figure 4. Cumulative Amplitude Distributions at Tangua (6 GHz)
and Longovilo (6 GHz)
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Figure 5. Cumulative Amplitude Distributions at Guam (6 GHz)
and Hong Kong (6 GHz)
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Figure 6. Cumulative Amplitude Distributions at Djatiluhur
(6 GHz) and Kum San (6 GHz)
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Figure 7. Cumulative Amplitude Distributions at Kuantan (6 GHz)
and Paumalu (4 GHz)
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6 Figure 9. Seasonal Variation of Ionospheric Scintillation Greater than 0.5 dB
at Ascension Island, Ras Abu Jarjur, Tangua , and Longovilo

Diurnal variation

0.001 0.01 0.1

PERCENT OF TIME SCINTILLATION EXCEEDS ORDINATE

Figure 8. Cumulative Amplitude Distributions at Lurin (6 GHz),

Taipei (6 GHz), and Si Racha (6 GHz)

The percent of total scintillation for each hour (local time) at each earth
station is shown in Figures 13 and 14. It can be seen that the scintillation
activity peaks at around 2000 hours local time for every station. Since
scintillation occurs mainly in the vernal and autumnal seasons, 2000
hours is approximately sunset in the F-region. As the sun goes down,
the main ionization source disappears. The disappearance of the solar flux
will make the ionosphere more suitable for the production of irregularities
caused by the inhomogeneities. The recombination of ions and electrons
causes the ion density to decrease, and because of the inhomogeneities, the
ionosphere becomes "patchy." A crude analogy is the breaking of the ice
on a lake as the ambient temperature rises. Because of the existing inhomo-
geneities the ice layer will melt into large pieces at first, and then the patches
will gradually become smaller until they all disappear.
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Figure 10. Seasonal Variation of Ionospheric Scintillation Greater than
0.5 dB at Guam, Hong Kong, Djatiluhur, and Paumalu
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Figure 11. Seasonal Variation of Ionospheric Scintillation Greater than
0.5 dB at Lurin, Taipei, and Si Racha
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Figure 12. Seasonal Variation of Spread F Observed at Djibouti [4]

The data collected in the geomagnetic equatorial region indicate that
Spread F is essentially a nighttime phenomenon that begins approximately
one hour after local sunset. A typical diurnal variation of the percentage of
occurrence of Spread F is reproduced from Reference 4 and shown in
Figure 15. It can be seen that, as shown in the previous subsection, the
diurnal variation of the scintillation is submerged in that of the Spread F.
Therefore, it is hypothesized that the larger ion patches formed at the
beginning of the evening are sufficiently dense and thick to cause the iono-
spheric scintillation. As these patches and the disturbed layer become
smaller and thinner, their effect upon the radio wave at SHF will decrease
until it finally becomes unnoticeable; yet the irregularities will still be dense
enough to be detected by the ionospheric sounder.

According to Reference 2, the smallest value of AN of the irregularity
which is detectable as Spread F is about 5 X l01 cHT-a. Based on the dis-
cussion in the "Theoretical Background" section of this paper, it will take a
layer approximately 24,000 km thick to produce a scintillation with a peak-
to-peak deviation of about 4 dB at 4 GHz. This clearly indicates that the
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Figure 15. Diurnal Variation of Spread F at Djibouti on Quiet Days with

High Solar Activity During Equinox Months [4]

thick, dense irregularities exist only about one or two hours after sunset in
the F-region. The irregularities observed during the rest of the night are
smaller patches which can be detected only by the ionospheric sounder or

scintillation at a much lower frequency.

Geomagnetic activity dependence

A reasonably good negative correlation between magnetic activity and
occurrence of scintillation has been given in Reference 1. This negative
correlation again points toward the scintillation mechanism proposed here.
As an extension of the analogy given in the previous subsection, if there
are some disturbances in the lake, then the large ice patches will be broken
into smaller pieces and dissolve much faster. Similarly, under the influence
of magnetic disturbances, the ionosphere is "stirred," and therefore the
recombination process is accelerated. Observation of Spread F also shows
the negative correlation between magnetic activity and the occurrence of
Spread F.
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Geomagnetic latitudinal variation

161

The dependence of the occurrence of scintillation on geomagnetic
latitude is shown in Figure 16. It can be seen that scintillation at 4 and
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6 GHz is limited to the region of ±30° geomagnetic latitude. However, the
dependence of the scintillation on geomagnetic latitude is not very clear,
although scintillation appears to be more active near the geomagnetic
equator.

Correlation between VHF and SHF scintillation

It has been attempted to extrapolate VHF scintillation data up to SHF
by using X2 dependence. This leads to the prediction that there will be no
scintillation at SHE, which contradicts the measurements. It should be
pointed out that the irregularities that cause weak scattering at 4 and 6 GHz
result in saturation of the signal at VHF. Moreover, they produce focus-
ing effects upon the VHF. Therefore, from the VHF scintillation data, one
can predict only the occurrence of scintillation at SHE, not its amplitude
fluctuation.

Another possible explanation of the failure to predict SHE scintillation
by using VHF data is that the spectrum of the irregularities follows a power
law with an index near two instead of a Gaussian law, which is commonly
used in the conventional diffraction model. The details of this theory are
given in Reference 5 and will not be repeated here.

Conclusion

Based upon data acquired over a 15-month interval, probability distribu-
tions of the amplitude fluctuation of ionospheric scintillation have been
presented. The scintillation was found mainly in the region with geomag-
netic latitudes between 30°N and 30°S and was observed more often at the
stations near the geomagnetic equator.

It has also been shown that the ionospheric scintillation at SHE has
strong diurnal and seasonal variations. It is hypothesized that scintillation
is caused by weak scattering from rather dense ionospheric irregularities.
Because of the strong diurnal peak occurring about an hour after local sun-
set, it appears that these irregularities may be produced by the rapid de-
crease of the solar flux and the ensuing inhomogeneity of the ionosphere.
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Monitoring interruptions
at the satellite earth station

G. G. SZARVAS AND R. C. TRUSHEL

Abstract

A monitoring system was designed and built to monitor and automatically

record interruptions at the earth stations of a satellite communications system.

This monitoring system uses a small computer with interfaces to the monitor

points, the station clock, and a recorder. Hundreds of points can be monitored

with periodic scanning. The resolution in the measurement of the interruption

duration is of the order of 10 ms. The recorded data are postprocessed and listed

after an off-line transmission to the computer center. In the field trial at the earth

station at Andover, Maine, 50 monitor points, primarily carrier, supergroup,

and group pilots, were connected to the system. According to the relationship of

the pilots, the interruptions can be grouped as follows: satellite communications,

domestic terrestrial, and distant terrestrial interruptions.

Introduction

The development of digital techniques and the use of telephone circuits

for data transmission focus attention on such transmission characteristics

as short interruptions and impulse noise. Although interruptions up to

200-500 ms are not objectionable in speech communications (call in
progress), even millisecond interruptions can cause serious errors in data

transmitted over voice circuits. Table I shows the effect of interruptions on
various services [I].
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The purpose of studies in this field is roughly twofold : to obtain an
appropriate model of the channel [2] [4], and to investigate the causes of
interruptions and impulse noise in transmission . The maintenance aspects
have been investigated by Study Group IV of the C.C.I.T.T. [5].

Antenna tracking errors, switching of low-noise receivers and high-
power amplifiers , and malfunctions in the earth station multiplexing and
demultiplexing equipment are some of the factors which cause interrup-
tions in satellite communications channels [6 ]. The interruption monitor
system was primarily designed and built to measure interruptions at the
earth station.

This presentation describes the data acquisition system, the process-
ing of interruptions , and the system performance . Monitor point
selection for the field trial at the earth station is also discussed.

System description

At this time, interruption recording at the earth stations is generally
manual with a time resolution of roughly one second, based on station
alarms. As a step forward, the following objectives for the interruption
monitor system should be implemented:

a. The resolution time for interruption measurements should be of
the order of 10 milliseconds.

b. The system should be able to monitor several hundred points.
c. The system should be flexible with regard to configuration and

time resolution.
d. The following data must be recorded when an interruption

occurs: identification of the monitor point, duration (OT) of the in-
terruption, and real-time marking of the interruption.

Figure 1 is a block diagram of the interruption monitor system, trans-
mission, and postprocessing. Each monitor point in the earth station is
connected to a threshold detector, which is generally a signal amplifier,
with or without special filter characteristics, followed by an amplitude
detector and a threshold comparator. The output of the threshold com-
parator is binary: a logic I corresponds to the interrupted state, and a logic
0 to the normal state.

The status of monitor points in groups of eight is periodically checked
by the computer through the byte selector. The selection capacity of one
byte selector unit is 32 bytes (256 monitor points). The system can be
expanded without modification by installing a second unit.
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The clock units for real-time counting and interruption duration
measurements are transferred to the computer by the station clock through
the clock interface. The real-time resolution is 0.1 s. In AT counting, the
resolution can be 6.4, 12.8, or 25.6 ms. A second function of the 6.4-,
12.8-, or 25.6-ms pulse is to initiate a scanning order for the computer
to check the status of the monitor points.

Interruption messages are recorded on the ASR 28 teletype, which acts
only as a paper tape punch. The ASR 33 teletype is used for entering the
program into the computer, for real-time initialization before an observa-
tion period, and for starting and stopping the observation period.

The computer is an 8-bit machine with 4,096 bytes of memory. The
execution time for a computer instruction ranges from 1.5 to 12 is. The
computer has 11 interrupt lines. Two of these lines are used for station
clock interfaces (scan interrupt and 0.1-s interrupt), and another is used
for an ASR 28 teletype interface.

Processing interruptions

The interruption monitor program is driven by the three interrupts
which were described previously. When none of these interrupts is active
and all processing has been completed, the program is in a wait routine
and the idle time is counted in seconds. Figure 2 is a block diagram
describing interrupt processing.

Every tenth second, a pulse is sent to the computer to keep track of the
real time. At every scan interrupt, the software AT counter is advanced
and all of the monitor points are scanned. The present binary status of
each monitor point is stored in a present status buffer, which is divided into
two areas. If the status changes of the monitor points are completely
processed before the next scan interrupt, the status of the monitor points
on the next scan interrupt is stored in the same buffer area. If the status
changes of the monitor points in one buffer area are not completely
processed before the next scan interrupt, the second buffer area is used
to store the status of the monitor points of all subsequent scan interrupts
until the processing in the first buffer area is complete.

The method of processing the two buffer areas defines the waiting-line
discipline for interruptions. When the processing time for the first buffer
area is longer than two scan interrupt units and the status of the moni-
tor points stored in the second buffer area changes, information errors
occur. This type of error takes the form of a longer or shorter measured
interruption, depending on whether the monitor point has returned to
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I
0.1 s REAL TIME
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RETURN TO MEMORY
LOCATION AT TIME
OF INTERRUPT

Figure 2. Block Diagram Description of Interruption Processing

service or gone out of service, respectively. When the duration of
an interruption is less than the processing time for the first buffer area, the
information is lost.

Interruptions are detected by comparing the present status of each
monitor point with its past status (its status during the last scan). When a
change in the status of a monitor point is detected, the program determines
whether the monitor point has just gone out of service or has just come
back into service. In the former case, the current value of the AT counter
is stored in the interruption start time table. In the latter case, the stored
AT counter value is subtracted from the current value of the AT counter to

calculate the duration of the interruption, and an interruption message is
set up in the ASR 28 punch buffer.

When the punch buffer (with a storage capacity of 40 messages) is filled,
another interruption message may not be added until 1.9 seconds, the time
required to punch one entire interruption message, have elapsed. When this
occurs, a software counter is advanced to record the number of lost
messages.

At the end of an observation period, the program prints out any remain-
ing interruption messages in the punch buffer and a trailer message, which
contains the number of missed messages and the idle time of the computer.
The punched tape is transmitted off-line to the COMSAT computer center
for postprocessing.

The postprocessing programs translate the interruption monitor data
into various readable and understandable formats. The first program is a
chronological listing of all interruptions (Figure 3). The second is a
chronological listing of interruptions per monitor point, and the third is a
listing of the interruption duration distribution for each monitor point.

System performance

Scanning to measure the time duration of an interruption is an analog-
to-digital conversion. In this type of uniform quantization, the quantizing
width is the scanning time interval, T. The only difference between scanning
as quantizing and normal quantizing is that, for the former, there is no
fixed "zero level." That is, an interruption starts randomly in reference to
the quantizing time moment. This increases the "quantizing noise." The
time duration of an interruption measured to kT is in the interval kT - E
to kT + E (0 < E < T, k = 1, 2, 3, ...). The error probability of a single
measurement and the transformation of the continuous distribution func-
tion of interruptions into a discrete probability distribution are described
in the appendices.

As a serving station, the system gives priority to the housekeeping activi-
ties (updating the counters for time keeping and scanning). If the 0.1-s
interrupt is neglected, the arrival rate of housekeeping activities is iden-
tical to the selected scanning frequency, and the serving time is propor-
tional to the number of monitor points. The interruption processing
required by a change in the status of monitor points has a waiting-line
discipline described in conjunction with the status buffer and is executed
in the remaining time.

The portion of the total time allotted to housekeeping and interruption
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TIME MONITOR DURATION DESCRIPTION
HR min I s/10 POINT FRED EQUIPMENT PATH

14 43 50 3 026 55 min RX SG PILOT INTBPT
14 44 49 4 R{] 193 ms RX OR PILOT INTRPT
14 50 39 3 026 IOs RX SO PILOT INTBPT
14 50 40 9 026 16, RX SG PILOT IN TRIPE
14 50 42 8 026 ,1.95 AX SG PILOT INTBPT
14 51 36 9 026 54.21 SIX SG PILOT INTBPT
14 56 33 2 026 49 min BX SG PI LOT INTBPT
14 57 22 5 054 6.4 ms TX GA PILOT INTBPT
14
14

59
58

4
4

7
8

049
049

6.4 ms
6.4 ms

TX GA PILOT INTBPT
TX GA PILOT INTBPT

14 59 52 6 046 64ms SIX SG PI LOT INTBPT
14 59 52 7 046 57.6 ms AX SG PI LOT INTBPT
14 59 52 8 046 32.0m. AX SO Pi LOT INTBPT
14 59 52 9 041 64 ma AX GB PI LOT INTBPT
14 59 52 9 043 64ms AX GP PILOT INTBPT
14 59 52 9 OH 64ms AX GP PILOT INTBPT
14 59 52 9 045 64ms RX GN PILOT INTBPT
15 0 4 7 000 64ms 2T8-min INTBPT GEN
15 2 30 4 026 553s RX SO PILOT INTBPT
15 3 20 0 055 MB ms TX GO PILOT INTBPT
15 3 20 0 NO 51.2 ms TX GO PI LOT INTBPT
15 3 20 2 052 153661 TX OR PI LOT INTBPT
15 3 20 2 054 153661 TX GR PILOT INTBPT
15 3 20 2 062 1536 m1 TX GR PILOT INTBPT
IS 3 20 2 055 160061 TX G R PI LOT INTBPT
15 3 54 2 012 6461 TX EO-kH1CX R PI LOT INTBPT
15 3 54 9 026 13 min RX SG PI LOT INTRPT
15 3 55 2 026 243261 RX SG PILOT INTBPT

Figure 3. Chronological Listing of Interruptions

processing is shown as a function of the number of monitor points in
Figure 4. In the same figure, the upper bound of performance is shown for
working conditions A and B. For condition A, it is assumed that there is a
recorder which can keep up with the processing rate and that the interrup-
tions are uniformly distributed in time. The assumption of uniform dis-
tribution can be replaced with the assumption of an increased number of
buffer areas to preserve the present status of the monitor points. The in-
terruption processing time includes the transfer processing of messages to
the recorder. Scale A shows the interruption processing capability per
second.

For working condition B, the processing capability is shown as the time
(in seconds) required to process 40 interruptions and to fill the output
buffer of the ASR 28 teletype with interruption messages. The time re-
quired to record 40 interruption messages on the teletype is 76 seconds,
which is a limit for the repetition rate of the bursts. The printing time of the
teletype limits the long-term average of the system to 1890 interruptions
per hour.

The following example may help to explain the use of Figure 4. For a
load of 288 monitor points and a scan time interval of 6.4 HIS, the system

a
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processes 34 interruptions per second in working condition A and a burst-

type load of 40 interruptions in 0.45 second in condition B.

Field trial

For a period of several weeks in the summer of 1971, the interruption
monitor system was connected to 50 monitor points of the earth station at
Andover, Maine. The objectives of the field trial were as follows:

a. to check system performance in field operation,
b. to compare the automatic recorded data with the manually re-

corded data of the earth station trouble register, and
c. to monitor interruptions down to the 10-ms range, primarily in

the satellite communications network and then in the terrestrial

network.

The majority of the signals used for monitoring interruptions were car-
rier, supergroup, and group pilots of the multiplexer demultiplexer part
of the earth station. Pilot access was simple and, consistent with current
procedures, their alarms were also used for manual recording. Other
signals connected to the system included 110 VAC, the technical power
of the earth station, and an interruption generator signal with a time period
of one-half hour for operational control of the system.

Andover is connected on the domestic side to the overseas switching
centers of New York, White Plains, and Pittsburgh. The pilots of its
through groups and supergroups are monitored in the multiplexer! demul-
tiplexer unit. In the transmit side, group and supergroup pilot interruptions
indicate domestic terrestrial interruptions. In the receive side, as the pilots
are passed through the distant earth station, their interruptions indicate
distant terrestrial network interruptions, excluding those caused by the
carrier. The interruptions in the carrier pilots injected in the distant earth
station indicate interruptions in the receive satellite communication.
Figure 5 shows the topology of the pilots for evaluating the data.

The threshold level of the detectors was set at -6 dB below the normal
signal level, a definition of interruption. (The alarm levels used for manual
recording were closer to the normal level.) The bandwidth of the pilot fil-
ters gave an equivalent time constant of about 10 ms. The period of time
for scanning was set at 6.4 nms, giving the same resolution in the

time duration of interruptions.
The hierarchical relationship between the pilots in the demultiplexer

part or in similar configurations can be utilized in a program development

ES1-► AN

0

E51 4-AN

0
ES2 .AN

ES3 AN

DEMULTIPLEXER I MULTIPLEXER

= CARRIER PILOT FROM DISTANT EARTH STATION NO . 1 TO ANDOVER

= SUPERGROUP PILOT

= GROUP PILOT

Figure 5. Topology of the Pilots Used for Evaluation of Data

either to diminish the processing work or for a redundant check. A receive
carrier interruption causes an interruption, e.g., in all associated super-
groups and groups. Therefore, processing of supergroup and group pilot
interruptions can be omitted.

The use of threshold extension demodulators and/or automatic gain
regulators causes the noise level to increase during the absence of signals.
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When the signal is absent, noise peaks above the threshold level divide one
continuous true interruption into many apparent short interruptions.

In the verification measurements for noise interaction, a looped-back
contingency carrier was interrupted, and integrating networks with variable
time constants were used in the amplitude detecting threshold circuits to
filter the noise. In data postprocessing, the necessary minimum integrat-
ing time constant, 0.1 second for the carrier pilot and one second for the
other pilots, was a criterion for joining the apparent distinct interruptions.
This method makes it possible to avoid using more sophisticated signal
detectors, e.g., correlation receivers, by accepting the possibility that the
resolution of real interruptions occurring within the integration time will be
lost. A software algorithm is being developed to incorporate both noise
filtering and hierarchical processing in the interruption monitor program.

It is felt that a field trial of several weeks at a single earth station is not
adequate for presenting numerical data. However, the following can be

stated:
a. The interruption monitor system worked reliably in the field trial

after some initial difficulties in transmitting and postprocessing data.
b. According to the hierarchical relationship between monitor

points, postprocessing can separate the recorded data into satellite
communications, domestic terrestrial, and distant terrestrial inter-

ruptions.
c. Interruptions down to the millisecond range were noted both in

the satellite and in the terrestrial communications networks. These
interruptions were recorded with a multipoint monitoring system.

d. The experimental cumulative distribution curve of the inter-
ruption duration can be approximated by a logarithmic normal

distribution.

Conclusions

An interruption monitor of the type described in this paper can provide
valuable information not otherwise available concerning interruption of
the satellite communications system. For monitoring independent signals,
the multiple-point monitoring system has the advantage of collecting
significant statistical information in a shorter time. For monitoring inter-
related signals, this same system permits fault isolation.

The expected flexibility of computer application for interruption mea-
surements has been verified. Future earth stations in which a central com-
puter will provide for monitor and control of multiple functions can be

visualized.
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Appendix A. Error probability of a single
measurement

An interruption with a time duration

r = kT - e, k = 1, 2, 3, ..., 0 < e < T

is shown in Figure A-1. The start of the interruption is observed at scanning time
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I Ifyt
I I E 1

IeT = kT

Figure A-1. Random Position of T

1
P,]an[(kT t e)JAT] - T jI - H

T)

and the probability

2T'
A - 1) T < 7 < (k + 1) T (A2)

kFq T 1
paT(kT) Port, P,dT =

(k-1) T 2
(A3)

According to the Mayes law and equations (Al), (A2), and (A3), thea posteriori
probability can he written as follows:

T and its end is observed at (k + 1) T. Therefore, the duration of interruption

is measured to LT = kT.

Let X be the length of a shift of T. If T is shifted to the left with X < (T - E),

then AT is measured to kT. If T is shifted further to the left with (T - E) < X < T,

then AT is measured to (k - 1) T. The shift corresponds to the random position

of T in relationship to the scanning time moments . In the same manner, an in-

terruption of duration T = AT + E can be measured to AT or (k + 1) T.

The random position of the start (or end) of the interruption r over a scanning

period time T corresponds to a uniform distribution with a constant probability
density of I IT. Given the real interruption time, T = AT t e, the a priori prob-

abilities of measuring an interruption to (k f 1) T and AT are therefore

PI ° PonIT {kT] (kT t e)} = 1 - T
l

r TP= = PaTIT kT + 1^kT f E
E

respectively. These probabilities are shown in Figure A-2 as a function of E.
The time duration of the interruption T = kT t e is assumed to be uniformly

distributed over the interval (k - 1) T to (k + 1) T. Therefore,

Figure A-2. A Priori Probabilities

(A4)

Equation (A4) is the probability density of e, or the error in measurement.
Therefore, the probability that the error of measurement is

^E] > a, 0 < a < T

can be written as

p,(kT t

P(jej > a) = 1 - 2 J " Prlorde _ (1 aT)
u

(A5)

This probability is plotted in Figure A-3, where, for example, the probability
that the measurement error is larger than 0.6 T is 0.16.

Figure A-3. Error Probability of a Single Measurement
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Appendix B. Transformation of density function to
discrete probabilities

In Figure B-l, p,(kT f e), 0 < r < -, represents the density function of the
time duration of an interruption. The measurement transforms this continuous

function into discrete probabilities. Each elementary area p,dr contributes to

two discrete probabilities. The discrete probability pA,,(kT) compresses the

sampling area of p, from (k - 1) T to (k + 1) T to one line at kT. This area

T 2T (k-1UT kT (k+1)T

Figure B-l. Transformation to Discrete Probabilities

is weighted with an isosceles triangle with a height of 1 and a base length of 2T.

The probability pAT can be expressed as

T

p4T(kT) = T + 1 - k p,dr
fk-1) T T

k}I) T

+ (k+l -7,)p,dr . (BI)
kT

Appendix C. Comparison of normal quantizing with
scanning as quantizing

In normal quantizing [C 1], the given quantized signal amplitude is a determin-
istic rather than a statistical variable. This explains the differences in Table C-1,
where scanning as quantizing is compared with normal quantizing, and T is the

quantizing width.
To obtain more accurate results, the second- and higher-order moments of the

discrete probabilities in normal quantizing are corrected by using Sheppard's
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corrections for grouping. These correction terms cannot generally be applied to
scanning with the same accuracy because of its probabilistic type of grouping.

TABLE C-1. COMPARISON OF SCANNING AS QUANTIZING

WITH NORMAL QUANTIZING

Property
Normal

Quantizing Scanning as Quantizing

Maximum Measurement Error

Weighting Function at
Area Sampling

Condition for Avoiding
Aliasing

T

2
ITI

H

2
T T

Accuracy in Recording equal to or worse than that
Statistics achieved with normal quantizing

.y is the highest "frequency" in the frequency domain Fourier transform of the density
function.

Reference

[C 1] A. K. Susskind , Notes on Analog- Digital Conversion Techniques, Cam-
bridge, Massachusetts : M.I.T. Press, 1957.
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M-ary PSK systems
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The power series expansion technique can be used to develop an effective
computational procedure for analyzing the combined effects of Gaussian noise
and cochannel interference in M-ary coherent PSK systems. This procedure can
be easily implemented on the computer. As numerical examples, the error
probabilities of 4-, 8-, and 16-phase PSK systems as a result of impairments
caused by Gaussian noise and one, two, three, and four equal-strength interfer-
ences are evaluated. Tradeoffs in system design between carrier-to-noise ratio
and carrier-to-interference ratio can thus be made to achieve a given error
probability performance for a given number of interferences.

Introduction

In some satellite communications environments, the effect of cochannel
interference in addition to that of Gaussian noise can be quite significant.

This paper is based upon work performed at COMSAT Laboratories under
the sponsorship of the International Telecommunications Satellite Organiza-
tion (INTELSAT). Views expressed in this paper are not necessarily those of
INTELSAT.
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For instance , in the geostationary orbit, the effect of cochannel interfer-
ence has been an important factor in efficient utilization of the available
"parking space" in the "parking window." Also , for the case in which an
earth station of a satellite system operates near some terrestrial communi-
cations facilities that share the same frequency spectrum , the resulting
performance degradation in either facility must be accurately estimated.
In this paper , the combined effects of Gaussian noise and cochannel inter-
ference on the error probability performance of M-ary coherent PSK
systems are to be evaluated.

This problem has been studied previously by many investigators [l]-[7].
However, all of them either attack a less general problem or are unable to
provide accurate numerical result s for the general M-ary (e.g., 8- and 16-
phase) PSK systems . Modification of the results in Reference 8 indicates
that the combined effects of Gaussian noise and cochannel interference on
the probability of error of M-ary PSK systems can be obtained rather
easily.

First, the necessary modifications to the analyses in Reference 8 are
adapted to solve the problem presented here. Then a modified computa-
tional procedure , which is implemented on COMSAT 's computer, is

described . Typical results are presented in figures which show the combined
effects of Gaussian noise and one, two, three, and four equal - strength
cochannel interference entries on the error probabilities of 4-, 8 -, and 16-

phase systems.*

Analysis

It is assumed that the receiver is an ideal PSK receiver as shown in
Figure 1. It is further assumed that the filter in Figure 1 does not distort
either the main signal or the cochannel interference. The case in which the
filter produces intersymbol interference on the desired signal is outside the
scope of the present paper and will be reported elsewhere.

The output signal of the filter in Figure 1 can be represented by

R(t) = A sin (wet + 0) + N,(t) cos w,t + Ne(t) sin wit

it
+ L BI sin (wit + $i + X1)

i=1

* For convenience, the cochannel interferences are assumed to have equal
strength in all illustrations, but this assumption is by no means necessary, as can
be seen from the analysis in the next section.
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Figure 1. Receiving Scheme of PSK Systems

where A = amplitude of the desired signal
w^ = angular carrier frequency of the desired signal
0 = modulating angle of the desired signal

N, = in-phase component of noise
N, = quadrature component of noise
Bi = amplitude of the Ith carrier
wi = angular frequency of the lth carrier
(pi = modulating angle of the lth carrier
Al = random phase of the lth carrier
H = number of cochannel interferences.

If it is assumed that 0 is equally likely to be any of the M phases, the
probability with which the received signal point P falls outside the decision
cone D in Figure 2 represents the desired error probability. According to

Y (QUADRATURE COMPONENT)

(1)

Figure 2. Signal Space of PSK Systems
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the analysis given in Reference 8, the probability with which P falls inside
D is

lux 1
P, = (2aa) 1 Ei [f l f exp -2on [(x - ao - a) 2

+ (Y - Ro - 0)2]} dx dy]

where an = baseband power of N0(t) or Ne(t)

ar
ao A cos M)

pa = A sin M

2a)
P = tan M

H
a = B, cos [(wt - "C) t + q5t + XI]

I= 1

H

/3 = BI sin [(wt - wu) t + 01 + X11
I= I

E = averaging with respect to a and p.
a,O

(2)

Rewriting equation (2) in terms of the characteristic function $o of the
cochannel interference yields

P^ 2a 2 f m f m f' frx e-i(

x-a0)"-%(Y-00)V

-1/2 a1(u0+v+)

e 15v(u, v) du dv dx dy (3)

iua+iv0
where 0(u, v) - Ea,$ e

(4)

If it is assumed that the random phases of the cochannel interference ¢,

are mutually independent and uniformly distributed in (0,2ir), then 4)o(u,v)

can be expressed as

`T'o(u, V) = II Jo
(BI/u2 + v2)/=1

(5)
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Note that the form of equation (3) is identical to that of equation (16)
in Reference 8 except that ,,(u,v) is now given by equation (5) instead of
by equations (17) and (18) in Reference 8.

To achieve faster convergence in the evaluation of error probabilities
via the power series expansion method in Reference 8, define

(6)

Hence, a2 can be interpreted as the sum of the RF noise power and a part
of the RF cochannel interference power (with the fraction A). With this
definition, equation (3) can be modified as follows:

Pa = (2n) e

where

-i(x-ai)u-i(y-PJp

e Di(u, v)

e du dv dx dy

ao A 1,r A cos (a/M)
at = - _ - cos ----

a a M

X _ _

H

^an+ 2 Y- B,

Rn A / r \ A sin (,/M)
RI = v = Q sin M/I

^vn+-LB,2
2 ,= t

H
0 2 0 2

261 61p l=1 /=1
H

2
^n+ LBI2 1=1

,A H Bi
01(H, V) _ A Jo ^- 212 +

V2)/=1 0

Now expand

into a power series:

4,1(u, v) e
as/2(.a+va)

(r°/2)(u2+v2)
41(u, v) e = L L b2m.sn u2m yen

m=on=o

(7)

(8a)

(8b)

(8c)

(9)

(10)
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Define the Hermite functions 0,(x) as

(pn(x) _ (2i)- It2 HH(x) exp 2 (11)

for n = 0, 1, 2, ..., where H„ (x) is the Hermite polynomial of degree n.

These Hermite functions admit the following recurrence relationships:

0;,(x) = -0n+,(x) (12a)

¢„+t(x) = xcpn(x) - no.-,(x) (12b)

where the prime denotes the differentiation with respect to x and

x
q5-,(x) _ (2r)-1/2 f exp (

2

t 2
) dt = 1 2 erfc (^ 2) (12c)

Hence, substitution of equations (10)-(12) into equation (7) yields

IA

P` = J mJ
0,(x - a,) oo(y - 01) dy dx

+ 1)m+n b2m,2n[02m- ,(-at) 02n-t(-131)

- I2m,2n-, (at, N,)]

where the prime after the 2 denotes the exclusion of the term with m
= n = 0, where b,,o = 1, as can easily be seen from equations (9) and

(10), and where

Im,n(ai, Si) = f , 0m(x - at) ^n(Fx - Qt) dx (14)
0

The quantity in equation (14) can be evaluated by using the recurrence
method. The recurrence relationships for computing have been

derived in Reference 8 and are as follows:

Im.n(ai, 01) = 0.-'( -at) OK-01) - F Im-bn+1(a 1, 01)

for M > 4, and

COCHANNEL INTERFERENCE IN PSK SYSTEMS 189

n ,I, 2vr 2vr 2,r 1 +1

1 wi ca, sin - p, cos
M

) (Cos
M

Ii,n(a,, RI) _ E J M1-0

2vr 2ir\
at cos M + p, sin M

in which

Sn,i = I if n = 1

= Oifn ^ 1

(16)

If M = 4, then the term 12m,2„_1(a,,01) in equation (13) should be set
equal to zero and computation of any Im.n(a,,/3,) is unnecessary.

Computation of the coefficients b,,,,,2n is slightly different from the com-
putation in Reference 8. The new computational procedure will be pro-
vided in the next section so that the 2' term in equation (13) can be
evaluated. The first term in equation (13) can be computed by direct
integration or by the following approximation derived in Reference 8:

1'x

f' f oo(
x - at) Oo(y - RI) dy dx

(13)

(15)

= 2 erfe[2-112 C cos 02] + 2 erfc[ -2112 C cos B,]

1
+ exp -2 C2) <(4ard)-I C2 sin (0, - 02) cos (01 + 82)

- (2Md)-I C2 + (4trd)-, C [cos 0,(2d + C2 sin2 02) 1/2

- cos 01(2d + C2 sin2 0,)1121 + (4rd)-1 (C2+ 2d)

i f Ccos0, ) Ccos0, H 1
sin-' I + 2d) v2 f 1 (C2 + 2d) 12) f

where 2 > d > 4/r, and

a 2r
( a t

2 + 01 br = M + bo

Bo = tan-1 (-J a
`at 02=2-Bo

(17)
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Therefore, the error probability

Pe=1-P,

can be numerically computed from equations (18) and (13).

Recurrence relationship for b2m, Zn

(18)

Denote the total RF-interference-to-RF-noise power ratio as k, and
define Las the ratio of the carrier power to the sum of the RF noise power
and the total RF interference power. Namely,

H B_2
k=L-

It I 2c.'

A2 C/N
L eC 1 l+k

2 0 + - ^` Bz
Z IL=^I

Then, equation (8) can be rewritten as

[2L(1 + k) 1 112 Fir"
ai = I + ak

cos
M

(19a)

(19b)

(20a)
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Two methods can be employed to obtain b2m,2,,: the recurrence method and
the convolution method.

Recurrence method

Define

T = (u2 + V2)1/2

and

f 2k I/2 1
JO

1^H(1 + ak) 7r = - Czm y2m
=0

where Czm = (- 1)m (2m in
2k

[H(I + Ak)
-2

Then, equation (22) can be put into the following form:

I
^1(H^ v) exp 12 X2 (u2 + V2)

Since exp [(1/2) X272] can be expanded into the power series

2k 2

I X272 = n^ d2m y2m (25)
Cd0 1 [H(1 + ak)

'yfl° exp (1
-0

(1 + k)] ' /2 a

[

2L

1 + ak
sin (20b)

X2 =
ak

(20c)
1+ak '

Assuming all interferences to be equal (otherwise only eqs. 27a and b would
be modified),

B=B1=Bz=...=BH . (21)

Thus, equations (9) and (10) indicate that

4),(u, v) exp
1C^ X2(

u2 + V2)

=

[j o { [H(1

21
ak) j

va [u2 + v2]'1') ]H
exp [ I

a2 (u2 + v2)]

b2m,2n u2" I,2n . (22)

/I ) 1 1
exp 2 kzyz = lI 2 ^2 ,yzt

(23)

(24)

(26)

the coefficients d2- can be obtained by comparing the coefficients of ,y2m
on both sides of equation (25) after substituting equations (23) and (26)
into equation (25). Hence, for i ^ 0,

-I

d2, = i E [2H(i - p) C2:-2n + X2C2i-2v-2 - (2P) C2;-2n] den (27a)
& n=o

d0 = 1 . (27b)

Now, equation (25) can be written as
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1
T,(u, v) exp [ZT2(u2 + v2) _ t d2n,

y2,,,

d1n(u2 + v2)°
P-0

b2m. 2,.
u2n, On (28)

Using binominal expansion on (u2 + v2)„ in equation (28) and comparing
coefficients yields

(in + n)!
b2m, 2. = dz(rn n) m!n!

Convolution method

(29)

From equations (22), (23), and (25), it is obvious that d2,,, can be com-
puted by convolving C2,,, H times and then convolving with the coefficients
in equation (26). That is,

k

C216 - C2m C2k-2m
m=0

A

C2k = Czm C2r,-2-
- 0

C26 IJ = C2m C2k-2m
m=0

(H-1) 1
d2t = E C2i-2m 2 mi

,n=0

(30a)

(30b)

(30c)

(30d)

Computational procedure

The following is a modified computational procedure which is imple-
mented on COMSAT's computer to determine the effects of Gaussian
noise and up to four equal-strength cochannel interferences on the error

probabilities of 4-, 8-, and 16-phase PSK systems:

a. Decide the values of M, H, k, L, and o. (To choose A, see Ref-

erence 8.)
b. Compute a,, 01, and 1,2.
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pFr

c. Compute I
- f ' J 0„(x - UI) 0)(y - pi) dy dx from

0 0
equation (17). L

d. Compute b2rn 2. from equations (24), (27), and (29) or from equa-
tions (29) and (30).

e. Compute ¢„(- a,) and from the recurrence relationship
in equation (12).

f. Compute from equation ( 15) if M > 4. (If M = 4, this
computation is unnecessary.)

g. Compute P, = 1 - P, from equation (13).
h. If the convergence in the computation of equation ( 13) is not

fast enough , adjust the value of d to obtain a faster convergence (see
Reference 8).

Numerical results and discussion

Figures 3-5 show the numerical results for one, two, three, and four
cochannel interferences in 4-, 8-, and 16-phase PSK systems, respectively.
In all figures, the vertical axes represent the error probabilities, the hori-
zontal axes represent L in dB, and the parameters represent kin dB. Since
k, as defined in equation (19a), is the total RF-interference-to-RF-noise
power ratio, the two extrema with k = +x dB and -x dB correspond
to noise-free and interference-free situations, respectively. Thus, the curves
associated with k = -=o dB in all figures should be identical to those
error probabilities resulting from Gaussian noise alone. Consequently,
the curves with k = -x dB in Figure 3 are identical, as are the curves
with k = - x in Figure 4 and Figure 5.

On the other hand, for the noise-free cases in which k = +x dB, the
error probabilities are always equal to zero for L above certain thresholds,
since the amplitudes of these interferences are bounded. (When the carrier-
to-total-interference power ratio exceeds a certain threshold, the received
signal will always lie in the correct decision region and hence the error
probability will be zero.) These thresholds are determined by the number
of cochannel interferences for a given M-ary PSK system. For instance,
it can be seen from Figure 3 that, for the 4-phase PSK system, the
thresholds are 3, 6, 8, and 9 dB, respectively, as a result of one, two, three,
and four cochannel interferences.

Also, from these sets of figures, it can be deduced that, for a fixed number
of phases, M, a fixed interference-to-noise power ratio, k, and a fixed
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Figure 3a. Error Probabilities of 4-Phase PSK in the Presence Figure 3b. Error Probabilities of 4-Phase PSK in the Presence
of Gaussian Noise and One Cochannel Interference (H = !, 40) of Gaussian Noise and Two Cochannel Interferences (H = 2, 40)
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Figure 3c . Error Probabilities of 4-Phase PSK in the Presence
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L

Figure 4a. Error Probabilities of 8-Phase PSK in the Presence
of Gaussian Noise and One Cochannel Interference (H = 1, 80)
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Figure 4b. Error Probabilities of 8-Phase PSK in the Presence
of Gaussian Noise and Two Cochannel Interferences (H = 2, 8j)
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Figure 5a . Error Probabilities of 16-Phase PSK in the Presence
of Gaussian Noise and One Cochannel Interference (11 = 1, 160)

carrier-to-total-interference-and-noise power ratio, L, the error probability
increases as the number of interferences, H, increases. This is quite reason-
able. That is, as H increases to +cc, the statistics of the sum of these H

independent interferences become more close to Gaussian. Thus, the error
probability should approach that caused by Gaussian noise with the same
amount of power.
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,I I
8

I
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Figure 5b. Error Probabilities of 16-Phase PSK in the Presence
of Gaussian Noise and Two Cochannel Interferences (H = 2, 160)

Conclusion

Adaptation of the results obtained in Reference 8 to analyze the effects
of cochannel interference in M-ary PSK systems has been demonstrated.
The necessary modifications are few. The computational procedure de-
scribed in this paper has been programmed on COMSAT's computer to
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Figure 5c. Error Probabilities of 16-Phase PSK in the Presence

of Gaussian Noise and Three Cochannel Interferences (H = 3, 160)

yield numerical results. These numerical results can also provide a tradeoff
in system design between the required carrier-to-noise power ratio and
carrier-to-interference power ratio to achieve a given error performance for
a given number of interferences. For example, from Figure 3a for the case
of 4-phase PSK and a single cochannel interference, to achieve a 10-4 error
probability, L must equal 8.5 and 11.2 dB for k = 7 and -3 dB, respec-
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Figure 5d. Error Probabilities of 16-Phase PSK in the Presence
of Gaussian Noise and Four Cochannel Interferences (H = 4, 160)

tively. Therefore, to increase the carrier-to-noise-and-interference power
ratio, L, from 8.5 to 11.2 dB, the interference-to-noise power ratio can be
reduced from 7 dB to -3 dB. Many other tradeoffs can be also made.

It should be noted here that intersymbol interference has been assumed
to be negligible in this paper. The tradeoff between noise, cochannel inter-
ference, and intersymbol interference will be presented elsewhere.
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CTR Notes

Antarctic unattended earth station

D. W. LIPKE

Since mid-February 1972, when the first Pacific INTELSAT Iv became
operational, an unattended earth station located near McMurdo Station
on Ross Island (166.6°E, 77.8°S), Antarctica, has transmitted data to
the continental United States. The unmanned geophysical observatory
(UGO) station, supported and owned by the National Science Founda-
tion, is being used to assess the operation and performance of small
terminals for relaying real-time scientific data from a remote collection
point to a central processing center for reduction.

Two-way communications between Antarctica and Jamesburg, Cali-
fornia, consisting of command and data transmissions to and from the
UGO terminal, respectively, are provided by relaying the signals through
an INTELSAT Iv F-4 global-beam transponder. The communications link
is extended from Jamesburg to a computer facility at Stanford University
(National Science Foundation contractor) by commercial telephone lines.

Data can be transmitted from Antarctica in either of two modes:

a. a nonreturn-to-zero, biphase modulated carrier providing a
data rate of 833 bps; or

b. a carrier which is frequency modulated by an analog data signal
extending from 100 to 3000 Hz, and an FSK subcarrier (833 bps)
at 5.5 kHz.

Selection of the mode of transmission and the modulation parameters
(e.g., frequency deviation), and operational control of the unattended
station can be performed at a remote location by means of a 100-bps
command data link.

The primary components of the antarctic station are a fixed pointing
antenna having a diameter of approximately eight feet, a 20-watt TWT
output amplifier, electronics equipment for encoding scientific and oper-
ational data into the proper format for transmission, and a receiving
system, which processes command signals and executes the desired opera-

D. W. Lipke is Manager, Special Services, Special Projects Division , COMSAT

Laboratories.
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tions. The electronics equipment is housed in an environmentally controlled
capsule located atop a tripod support, approximately 20 feet above ground
level. Although the station is now powered from the supply at McMurdo
Station, the National Science Foundation is investigating the use of
propane thermoelectric generators for remote applications.

The UGO station operates with a G/T of 7 dB/°K, an e.i.r.p. of 52
dBW, and an antenna elevation angle to the nominal satellite point
(174°E) of 3.35° in a straight line, or approximately 3.6° when atmospheric
bending is included. Since the antenna is not steerable, the transmission
quality is a function of the antenna half-power beamwidth (1.5° at 6 GHz)
and the satellite location. However, the orbital parameters of the satellite
have caused it to remain within the 3-dB contour of the UGO antenna
pattern, so that PSK transmissions from Antarctica have been received

for 24 hours a day at Jamesburg with a carrier-to-noise density equal to

or greater than 51 dB-Hz, the nominal design value, and an error rate of

about one part in 10'.
The successful operation of the antarctic terminal, the first unattended

earth station to be used with an INTELSAT satellite, has demonstrated the
utility of this type of station for special applications. The implementation
of the program has been largely a result of the efforts of Stanford Uni-
versity personnel, in particular, Dr. Michael Sites, and personnel from the

National Science Foundation.
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Battery-powered electric propulsion.
for north-south stationkeeping

B. A. FREE AND J. D. DUNLOP

Introduction

Usually, synchronous communications satellites carry an onboard
battery to power the satellite during eclipse, and a propulsion system to
keep the satellite oriented and on station. Ni-Cd batteries and hydrazine
monopropellant are the conventional agents for these tasks. The advan-
tages of the Ni-Hz battery over the Ni-Cd battery in terms of energy den-
sity, cycle lifetime, and trouble-free operation have been illustrated in a
previous paper [I]. In the propulsion area, the advantages of solar-cell-
powered electric propulsion have also been described [2]; the most prom-
inent improvement is a substantial propulsion system weight reduction
with respect to conventional hydrazine systems. This note describes the
additional advantages which arise from an electric propulsion system
powered by Ni-H2 batteries.

Solar-cell-powered electric propulsion

Thrust programs may provide high thrust over a short thrusting time
or low thrust over a long thrusting time as long as the total impulse re-
quirement is met. When electric thrusters are directly powered by a dedi-
cated portion of the solar array, the latter option is chosen to keep the
power budget low. As a consequence, small, relatively inefficient ion
thrusters are used, and the cumulative lifetime requirements are high.

The tradeoff between power and lifetime for solar-cell-powered electric
propulsion is shown in Figure 1. The customary range of operation
(5-10 mN) is shown as a shaded area. Confinement of the thrust level to
this range for satellite sizes of the order of 1,000 kg leads to the type of
thrust program illustrated in Figure 2. Note that two operational thrusters

This note is based upon work performed at COMSAT Laboratories under
the sponsorship of the International Telecommunications Satellite Organization
(INTELSAT). Views expressed are not necessarily those of INTELSAT.

Bernard A. Free is a Member of the Technical Staff in the Physics Laboratory,
Applied Sciences Division, COMSAT Laboratories.

James Dunlop is Manager of Energy Storage, Physics Laboratory, Applied
Sciences Division, COMSAT Laboratories.
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Figure 1. Tradeoff Between Electric Thruster Lifetime and Required Power

are required, one each for operation near the two daily nodes, so that

thruster lifetime is half the propulsion system on-time.

New battery-powered electric propulsion concept

A new thrust program, shown in Figure 3, is now proposed. This pro-
gram employs a high thrust for a short thrusting time. The higher power
required is supplied by a battery. In an ideal situation, the propulsion
system is designed to operate with the battery pack, which is already on
board for eclipse operation. In this case, no additional batteries are re-

quired for electric thruster operation.
This concept is effective only with batteries which have a higher re-

quired cycle life expectancy without degradation of the useful energy
density. Ni-Cd batteries cannot be used because the cycle life expectancy
can be increased as required only by lowering the depth of discharge
drastically, which results in a major decrease in the energy density and a
major weight increase. On the contrary, Ni-H2 batteries, currently under
development, are expected to exhibit three to five times the cycle life
expectancy of the Ni-Cd battery; hence they will be capable of satisfying

all requirements.

CTR NOTES : BATTERY POWERED PROPULSION
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Figure 2. Thrust Program for North-South Stationkeeping with a
Small Electric Thruster
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Figure 3. Thrust Program for North-South Stationkeeping with
Battery-Powered Electric Propulsion

Consequences

The adoption of this energy-storage concept will make it possible to

perform N-S stationkeeping with electric propulsion at higher power and
thrust over a much shorter duty cycle, for example, six times the thrust
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for one-sixth of the time. In addition to the much lighter weight of the
battery pack and propulsion system, the following benefits will be realized:

a. More effective use will be made of batteries formerly used only

during eclipse periods.
b. Larger thrusters will exhibit higher electrical efficiency, higher

propellant utilization, more uniform beam profile, and longer wearout

lifetimes.
c. Shorter duty cycles will reduce the required lifetime for each

thruster from 20,000 hours to 6,000 hours, and greatly facilitate

laboratory endurance testing.
d. Daily (rather than twice daily) correction will halve the number

of propulsion system cycles.
e. Since either of two large thrusters is adequate, a 2-thruster system

will be redundant. In the case of small thrusters, a 4-thruster system

will be necessary for redundancy purposes.
f. The larger thruster will make it possible to execute other propul-

sion tasks, e.g., station changing and initial orbit trimming, more

rapidly.
g. The new thrust level and duty cycle will bring all thruster require-

ments within the present state-of-the-art with respect to both efficiency

and lifetime.
h. It will be possible to use a given thruster design for large or small

satellites by suitably altering the duty cycle.

Thus, it appears that many potential problems associated with long-
term electric-propulsion N-S stationkeeping can be eliminated or sub-
stantially reduced by utilizing the new energy-storage concept. In addi-

tion, flight hardware can be fabricated and tested much more rapidly as
a result of the advanced state-of-the-art for large thrusters and the much

shorter lifetime requirements.
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Translations of Abstracts

La eellule riolette: Une cellale
solaire an silicium ameliorce

J. LINDMAYER ET J. ALLISON

Sommaire

Les cellules solaires an silicium actuelles out un faible rendement
quantique a des longueurs d'ondes courtes; en dessous de 0,5 µm In re-
ponse typique tombe tres nettement. A In suite de travaux intensify on
a pu etendre In reponse a des longueurs d'ondes aussi courtes que 0,3
µm, cc qui ameliore sensiblement le courant de la cellule solaire. Un
facteur do remplissage plus elevd a permis d'obtenir one efficacite de
conversion encore plus grande. En combinant In reponse a une courte
longueur d'onde et one courbe I-V plus marquee on est arrive a une
efficacite de conversion qui depasse d'environ 30 pour cent cello des
cellules actuelles utilisers pour l'espace. La cellule solaire ameliorce
s'appelle "la cellule violette".

Influence de l'ambiance de rayonnement dons
l'espace sur In conception du satellite Intelsat IV

R. W. ROSTRON

Sommaire

Une etude approfondie a etc effectuee afin de specifier l'ambiance
de radiations prevue pour INTELSAT Iv or de predile ses effets sur les

cellules solaires au silicium. Les resultats de cette etude, provenant
des donnees les plus rccentes acquises par des satellites on en labora-
toire ont etc presentees an constructeur du satellite sous forme d'un
modele de travail destine a choisir les dimensions des panneaux solaires,
et a determiner la protection necessaire pour les cellules solaires ainsi
que d'autres composants electroniques sensibles aux radiations. On

presente ici cc modele, graphiquement or analytiquement, sous forme
de l'integrale dans le temps du flux d'electrons et de protons on fonc-
tion de I'energie de ccs particules. On presente aussi des courbes mon-
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